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PREFACE TO THE GERMAN EDITION

Man has long sought to understand his own origin. The Book of Genesis foresaw an
answer which has gradually been perfected by the study of evolution. Indeed
evolutionary theory has long been one of the most inclusive constructions of human
thought. Moreover, since the theory of descent was propounded, each new structure
discovered helps us to reconstruct the course of evolution.

The mechanism of the process, however, still causes discussion. Without doubt the
mechanism of selection (Darwinism), of mutation (Neodarwinism) and of population
dynamics, which together make up the synthetic theory of evolution, have a fundamental
explanatory value. But it is very doubtful whether these hitherto proven mechanisms will
by themselves explain the regularities of evolution, or its gross course (i.e. transpecific
evolution), or the fundamental order in living organisms which these imply. This order
must surely exist for thousands of books have been written about it.

The particular concept of phylogeny implied by the synthetic theory is based on the
opportunistic and short-sighted selection of occasional chance mistakes in the
transmission of building instructions. It seems to fail when the nascent regularity takes on
a powerful, everlasting form. Our ignorance of the ordering mechanism represents a gap in
the concept. Darwin himself was conscious of this, but since his time the endeavour to fill
this gap has led not to solutions but to battle fronts. Formerly it was Neodarwinism
against Neolamarckism, Weismannism against vitalism; now it is superempiricism and
reductionism against systems theory and holism. Indeed, many assert that only the
experimental sciences can answer questions about causes. They feel justified in excluding
the study of form from science, although it is the basis of morphology, systematics and
broad phylogeny.

I shall try to elucidate the nature of this ordering mechanism. It is the causal
connection which produces the regularities of macro-evolution as an inevitable result, as
well as the ordered, predictable diversity of organic forms. Indeed it is the reason why
organic nature is not an indescribable confusion, but a describable order which
corresponds to our thought patterns and to their orderly results (i.e. to our civilization).
Given such a universal effect there is a danger of confusing real with subjective order. I
must, therefore, start by explaining the pattern of real order. The mechanism will then
become almost self-evident. The key to it is the insight that the innumerable riddles
which still arise from the directionality of evolution and the predictability of form and of
development are all consequences of the same general ordering principle. They represent
instances of a law. But so as not to be deceived about the reality and extent of this
orderliness we need to be able to measure regularity objectively. This is where we shall
begin.
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My theory starts from a more widely applicable causal concept. That is to say, it
begins with the insight that the effects of the evolutionary mechanism react on what we
call its causes. I shall show that the prospects of success for a mutational change are
different for the different levels of organization. Consequently the prospect of success for
a change in a feature (i.e. in a phene or event) governs that for a change in a gene (i.e. in a
genetic ‘decision’) just as the prospect of success for a change in a gene governs that for a
feature. Decisions are connected with the resulting events by way of a feedback
mechanism, so as to form a total system of effects. Essentially this is a selective
mechanism which extracts the increasing improbability of living organization from the
laws of chance probability. The possible modes of interdependence produce four known
switching patterns of genetic decisions and also four corresponding morphological
ordering patterns for phenomena. I shall call these the standard part, hierarchy,
interdependence, and traditive inheritance. From the dynamic viewpoint all this signifies
‘self-design’. This is a self-steering quality in evolution which explains many unsolved
problems such as trend and orthogenesis in phylogeny (to mention but two),
homoeostasis and the law of recapitulation in ontogeny, the operon and regulator systems
in genetics, homology and the morphotype in morphology and the reality of systematic
groupings and of natural classification in systematics.

The consequences of the theory are paths of evolution which regulate, govern, and
design themselves. We ourselves are neither the product of blind accident, nor in some
way preordained; we are neither meaningless nor with an a priori meaning. Instead we are,
so to speak, the product of a strategy of nascent systems of law and order — a strategy
opposed to entropy and decay. Our meaning, so far as we have one, we have earned
ourselves. We are neither stuck in a cul-de-sac nor have we found the road to perfection.
Rather this road can be encountered from time to time so long as the profits extracted
from chance can be paid back to the laws of probability. The mechanisms which work to
our benefit have indeed become canalized, but so has our prospect of freeing ourselves
from deep-rooted evils. Freedom is not a question of throwing our burden away, but the
gradual perfecting of mass laws into individual laws. Our environment is not the hunting
ground of opportunism, nor the fountain of youth of the reformists, but a reflection
and caricature of its own creatures. The prospects of our road to humanity lie in the
creation of a humane environment.

I wish to explain my theory because many people are filled with disquiet or doubt. It
is hard to say whether it suits the spirit of the times, for the old controversies no longer
attract much attention. Nevertheless I hope that it may do, for I can see the liberating
and reconciling qualities which an understanding of the orderliness of genesis will give.
Otherwise I should never have started this work. Indeed much in our present situation
does not favour acceptance of the theory: verification is a thing of the future; the
molecular genetics of higher organisms is only just beginning; the measurement of living
order is full of contradictions; the problem of form is unsolved; its methodology is in
decay; and the literature is almost unsurveyable for a single individual. On the other hand
many things do favour its acceptance: verification seems to be approaching; the problem
is being narrowed down so that its solution has been anticipated in almost all its parts by
scientists of both camps; and we now have too much insight to see ourselves as the
product of pure accident, or even as legitimate despoilers or manipulators of our
environment.

I gained the courage to write this text partly from information theory and
thermodynamics. They teach us that we have overlooked our own orderliness. I gained it
also from those few remaining libraries in which superficial thinking has locked
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morphology up, despite the fact that comparative anatomy and high-level systematics are
based upon it. These two subjects contain one of the most profound of human
perceptions, and perhaps the most liberating — the knowledge of man’s own origin.

I am deeply grateful to my wife who made possible a very difficult task in these
working years on either side of the Atlantic. I would also like to acknowledge the
understanding help proferred by the publishers Paul Parey. My thanks also go out to my
coworker Daniela Auer, who drafted the illustrations, to An Painter and Hermi Troglauer
who always took care of my text (on either side of the Ocean), and to my friend Harald
Rohracher who had to witness the whole operation.

Vienna and North Carolina
December 1973 Rupert Riedl






PREFACE TO THE ENGLISH EDITION

This book seeks to solve a whole group of evolutionary problems that challenge con-
temporary biology. The reaction to its German version has confirmed Ernst Mayr’s
prediction that it will be an eye-opener for many, while many others will be taken aback.
And for good reasons the same reaction may await this English translation.

The material presented here has partly escaped the attention of the English-speaking
scientific community. There are probably two main reasons for this. Firstly, in central
Europe it has been believed that structural patterns could not be explained entirely in
terms of immediate function; and the search for a deeper explanation, which began with
Goethe and continued throughout the nineteenth century, became confused with
German idealistic philosophy — a fact which made it both difficult and suspect for
English-speaking scientists. Secondly, the key literature on the epistemological back-
ground of morphology, such as Remane’s Die Grundlagen des natiirlichen Systems der
vergleichenden Anatomie und der Phylogenetik, has never been translated into English.

As a result the word ‘morphology’ became disreputable in English. The study of
structure, so as to show itself as a respectable science of good family, avoided using the
term. In central Europe, on the other hand, morphology saw itself as the epistemological
base on which comparative anatomy, systematics, and taxonomy could be built.

The problem of macro- or transspecific evolution was the main point ¢f contention in
these European battlefields. The English-speaking world, on the other hand, concentrated
on the micro- or intraspecific phenomena, probably because experimentation was thought
to be superior to description. Also progress in ‘New Systematics’ caused its background in
‘Old Systematics’ to be forgotten, and ‘Numerical Taxonomy’ erroneously accused old
taxonomy of circular reasoning.

As a consequence, most of the unexplained phenomena in macro-evolution were first
minimized, then swept under the carpet and finally forgotten. This happened although
such phenomena are incompatible with, and even contradict, the current Neodarwinian
explanation of evolutionary mechanisms. Instead of feeling excited when contradictions
and traps appeared in our basic theory, people have tended to be disappointed. They have
treated these difficulties as gothic or baroque ornaments, unfitted to the plain archi-
tecture of modern biology.

The solution which this book offers includes the previously unexplained cause for the
existence of homologues, the reason for Haeckel’s law and, the reason for the existence of
taxa. The book explains why the ‘natural system’ is in hierarchic order, why the system
of gene-interactions shows the same pattern and how the genome acquires this rational-
seeming organization. The solutions to these problems require nothing more than simple
systems theory. In addition to the currently accepted transmission of information from
genome to phenome, the solution given here presents evidence and rationale for feedback
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loops from phenome to genome. This feedback information causes to develop, by trial
and error, those gene interactions which improve their own adaptive speed or success. The
book proposed an additional type of selection which precedes Darwinian selection, just as
industrial testing of products cautiously precedes the selection which the market is
expected to apply.

Consequently the material on which this theory is based may seem more of a challenge
than the solution does. This is because the mechanism visualized is current in present-day
scientific thought. The theory explains the cause of living order by the same systems
conditions as the order in our industrialized civilization. And this is now understood to be
a feedback of information, looping between individuals and society as well as between
market and industry. But the theory can do this only by taking into account a whole
group of puzzling phenomena, both in morphology and transspecific evolution, which are
nowadays either obscured or put aside. This is its challenge.

The translation was done with much care and scholarly experience by R. P. S. Jefferies
of the British Museum (Natural History) in London. The text presented great difficulties
for it had to be fairly compact to squeeze all the necessary evidence into a single volume.
Moreover, it involved many new viewpoints and perspectives, all of them approached by
systems analysis, in a way that was fresh to this branch of evolutionary study. I am very
much obliged for his cooperation. I also wish heartily to thank Mrs R. Smolker, of the
publishers Paul Parey, and Dr Janet Boullin and the other personnel of the John Wiley
Co., who accepted the challenge of presenting a heterodox way of thought to the
English-speaking scientific community,.

Vienna Rupert Riedl
September 1978




INTRODUCTION

I must warn the reader to expect some hard labour, caused entirely by my lack of skill.
Not to warn him would be a discourtesy and I can avoid that at least. Before starting into
the unknown I shall describe certain handholds that I shall use repeatedly. They will be
understood more readily if the reader and I remember that we are both systems of a large
number of molecules sufficiently highly organized to consider even molecular
probabilities.

Even within the scope of this investigation it is necessary to establish what we can
actually know and how we can kuow it. I shall therefore sketch out those ideas which in
my view contain the key to our problem, and indeed the mechanism for solving it.

a. Accident and necessity

Experience has shown that everything which we observe in this world can be ascribed
either to accident or necessity. This distinction depends on the possibility of prediction.
Predictability (i.e. the possibility of explaining in terms of necessity) increases with
increasing insight into a mechanism, and it increases at the expense of uncertainty (i.e.
explanation in terms of accident). But necessity — the number of necessary consequences,
can also increase objectively as when we improve a machine, or when an organism
acquires an additional regular feature. Like the subjective increase in necessity, this
happens because additional features lose their accidental distribution, becoming subject
to predictable arrangement. Thus bits of metal from a junk box can be used to make the
seconds hand of a watch, the biological molecules of a tissue can form an eye, or the
behavioural features of a group of people can be used in extending the rules of a society.

The subjective limit between accident and necessity is determined by the possibilities
of our perceptive apparatus. It is situated where the predictable passes into the
unpredictable. In daily practice in the macroscopic world this is the point where a
phenomenon escapes from investigation. Thus we ascribe a heads-or-tails decision to pure
accident although we may feel certain that the thrown coin follows exclusively physical
laws.

The aim of science is to widen the subjective limits of predictability and to discover
the objective ones. Up to now, however, many scientists will only acknowledge one single
objective limit. This is in the atomic realm (in the micro-world of physics) where the
instant when an atomic change will occur seems to be unpredictable in principle.

Xvii



xviii

b. Decision and event

Our perceptive apparatus also helps us in a second respect by distinguishing between
decisions and resultant events. It does this so consistently that we seem to be
distinguishing between cause and effect.

The distinction between decisions and resultant events is purely of practical
significance. This is true even in those simple cases where we are convinced that the event
is only the simplified expression of a great number of decisions arranged in particular
patterns. Examples are the events that follow the pressing of a button on a desk
calculator, or after the sowing of grass seed or sending a telegram. Indeed the desk
calculator, somewhat like the seed, is built with the intention of including all these
decisions. These can be taken for granted by its user, together with the logic of the
wiring.

So far as we know, all events are made up, in the last analysis, from decisions of
molecular type. This makes it necessary in practice to distinguish between decisions and
events. That is to say, insight into the mode of action of the decisions is either entirely
prevented, or only attainable by complicated methodological analysis. For although the
best sense perceptions penetrate almost to the atomic realm, we can see neither a
quantum of light nor the oscillation of a molecule. Moreover, even the smallest sense or
nerve cell is constituted by billions (10'?) of atomic decisions. It can therefore be
understood why we do not describe the observable world in terms of decisions but in
terms of the complexes of decisions that we call events — a crystal and its growth, or an
organism and its embryo.

¢. Mutation and selection

One of the strangest features of evolution is the fact that heritable change occurs only
in the realm of accident and the micro-world while selection happens in the realm of
necessity and the macro-world. Between the two there yawns a gap in degree of
complexity which can reach trillions (10" ®) or quadrillions (102#) in order of magnitude.

This must be the reason for imagining a unidirectional mechanism for evolution — a
theory which involves the necessary selection of changed events that were caused by
accidentally changed decisions. If decision and event are interpreted as cause and effect,
then the possibility of an influence exerted by the events in the decisions would seem to
be excluded by definition. This crucial element in Neodarwinism is decreed by
present-day dogma as it was by the Weismann doctrine of early genetics. In this dogma all
evolutionary change would be the result of pure accident.

The requirements of selection would in this case be defined purely by the
environment. However, the clash between the newly formed events and the newly
exploitable environment is equally unpredictable. Consequently all the products of
evolution would themselves be the result of pure accident.

These two consequences — the accidental nature of evolutionary change and of
evolution’s products — would be inescapable if the issuing of evolutionary commands
could be seen as a series of decisions of equal value — rather like the playing instructions
of a giant puzzle written down in Morse code on a long strip of paper. In actual fact,
however, we are not dealing with a mere enumeration of proteins but with a stratified
system of decisions and events which stretches over a whole trillions-wide range of
complexity.
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d. The system of phenomena

According to the events they produce, decisions range from the formation of the
simplest biological molecules to that of whole organisms. Among all these many levels of
complexity, including even groups of organs and body regions, not one is known which
cannot be controlled by a single decision of lower or higher level. And experience shows
that accidental changes can likewise occur with equal probability at every level of these
decisions.

Decisions are therefore dependent on each other. Among the types of interdependence
which are built into the system all the geometrically possible forms seem to be realized.
These can be sorted into simultaneous or successive, unilateral or reciprocal
interdependences between equal or unequal phenomena — applying the word
phenomenon both to the decisions and to the events produced by them. This implies a
causal interconnection of decisions with one another which extends beyond the
unidirectional concept of Neodarwinism.

This causal connection expresses itself structurally in a definite number of patterns of
interdependence. In the molecular realm these appear as four switching or wiring
patterns. In the morphological realm of events they are the predictable patterns of
morphological order. These patterns of interdependence are the reason why the world of
organisms is describable.

All in all, a reciprocal interdependence prevails of decisions with one another. This
interdependence of decisions happens indirectly by the selection of the interdependent
events that result from the decisions. Decisions are selected by events which are
themselves selected. There exists a ‘strategy of the accidental’.

e. Cause and effect

The mechanism of evolution is thus multidirectional. Its causality is not unidirectional
but involves feedback. Effects influence their causes. The following playing instructions
will give an idea of the simplest mechanical model.

Every player (i.e. genotype) follows the rule (identical molecular rules) that a coin
shall first be thrown four times (four accidental gene decisions, each with a chance of
success of 0.5). The object of the game is to reach a winning pattern which is unknown to
the player and determined by the bank (external conditions). Let us suppose that the
bank will honour the pattern of: (1) heads, (2) heads, (3) heads, and (4) tails (as giving a
selective advantage in the environment). Each player is allowed, however, to change his
strategy by random experiment, say after every 20 turns (the chance of ranking genes by
mutation) by omitting a decision through retaining or ‘remembering’ an earlier one
instead. In practice, the chance of success will double with every accidentally chosen
correct retention, as for example with (1) for both (1) and (2), it will rise from 0.5* to
0.53; with every incorrect retention, however, it will fall to nil, as for example (3) for (3)
and (4). If continual losers are uniformly excluded from the game and the winners,
together with their strategy, multiply by identical replication, then the strategy of
accident will soon have replicated the secret winning pattern determined by the bank.

If decisions thus come together to form systems, it will happen that, under conditions
of selection, the pattern of decisions will copy the pattern of events demanded by the
selective conditions. This is especially true when the functional dependence of events (i.e.
what I later call the ‘burden’ of features) no longer permits events to change separate from
each other. Events work backwards on their producers. Cause and effect acquire new
dimensions. The system of effects and reverse effects reaches colossal dimensions since
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this rule of play in living organisms operates with mutation rates of one in ten thousand,
and with very high replication rates and selection rates over millions of individual
instances. The required harmony of effects is imposed by force upon the accident of
decisions.

Accident, of course, cannot be swindled. The advantages reaped only hold for the
currently applicable winning pattern. But since that can change, the advantage gained
must be paid for by a narrowing of potentialities. The phenomena, i.e. the patterns of
decisions as well as those of events, which means the possible patterns of cause and effect,
become canalized. The result is an eternally constant order — the order of living
organisms.

f- Material and methods

I have just asserted that accident and necessity, acting on decisions and events,
combine by mutation and selection to form self-ordering systems of reciprocal
relationships. If this is true, two consequences would be expected which are of interest
when discussing the living world.

From the statical point of view a degree of order of quite unimaginable dimensions
must completely penetrate all levels of the living world. Regularity must reign and
predictions be possible where formerly we only reckoned on accident. This will be true
whether we speak of the structure of the molecular code or of the form of whole phyla of
organisms, of the transmission of data in the epigenetic system or that in our own
thinking apparatus. Every gap in the orderliness will contradict the theory. That is why
this book has so many pages.

From the dynamic viewpoint, the concept of evolution moves away from the
meaninglessness of blind accident. It passes into the levels of necessity, of self-planning,
of self-target-setting (for which there is no word), of fixated hopes and evils. Its courses
and prospects become predictable. To assert this, however, is a heavy responsibility. It is
encouraging if true but a deception if false. This is why I shall proceed with all caution.

I must mention one thing further before beginning in earnest. I shall try, so far as at all
possible, to avoid technical jargon — the ‘Double Dutch’ of the specialisms. I do this
so as to be accessible to the individual disciplines of biology and also to be understood by
other scientists and educated laymen. So far as possible I shall therefore try to explain the
important ideas of each subject in such a way as neither to bore the specialist nor
overload the non-specialist. If either should happen, however, the reader may cheerfully
skip the passage in question and continue at the points which interest him. For I shall
adhere to the structure of the argument. Chapters I and II describe general and biological
order; Chapter III describes molecular order; and Chapters IV to VII deal with
morphological order, each with sections: (A) Definitions, (B) Evidence, and (C)
Mechanism. Chapter VIII summarizes the whole with sections: (A) Mechanism and (B)
Consequences.



CHAPTER 1
WHAT IS ORDER?

Order is an expression of conformity to law. The Brockhaus Encyclopaedia defines it as:
‘A meaningful connection between independent quantities according to internal laws.” I
shall later define it as: ‘Law times the number of instances where it applies.’

Order is a universal concept. Clearly there is no field of thought that can do without
it. The specialisms that make use of it extend from art to thermodynamics and from
religious ethics to traffic management. Our relationship to order is likewise universal. It is
the basis for a baby’s earliest concept formation, on the one hand, and for scientific
method on the other. Ethics, metaphysics, and epistemology all equally demand it:

‘A world without order would have no meaning.’
“The order of the world, if it did not exist, would have to be demanded.’
‘A world without order would be neither recognizable nor conceivable.’

A. THREE APPROACHES TO THE PROBLEMS OF ORDER

By contrast with this unanimous expectation the forms of the expected order make a
far more discordant picture. Indeed it seems to be a general characteristic of order that
there will always be arguments about its forms, its limits, and even its existence.

1. For and against order

Under such circumstances a search for the cause of order would seem completely
hopeless. This is particularly true if, as I propose, scientific method is adhered to. In point
of fact the problem of order, even until very recently, has been studied in philosophy,
law, religious ethics, and the social sciences only by use of historical and humanistic
methods.

This ought to be warning enough for a scientist, except that a quantitative concept of
order has arisen from the theory of probability and chance. This is the concept of
negative entropy so ingeniously proposed by Schrédinger.' By inverting entropy, which is
a measure for chaos, for the freedom of accident or for unpredictability, he showed us
the right direction to look.

Nevertheless to help the reader I shall briefly describe the obstacles which block the
scientific path to the recognition of order.

a. Order as presupposition

We cannot think without order. The first obstacle therefore consists in the difficulty
of distinguishing between real and subjective order. Indeed we must admit that we tend
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to assume the reign of a pre-existing order whenever we lack insight into the cause of any
regular phenomenon. In such cases order is a substitute for insight.

Order seems intuitively to be an inseparable constituent of the world. Order is its
regulated predictable component, directed reassuringly along particular routes, in a sea of
uncertainty and lurking confusion. This necessity ot thought is not merely prescientific; it
is probably as old as thought itself. It began in the prehistory of early cultures.

Man has clearly always been convinced of the reign of order. For as prehistory
gradually discloses ‘primitive’ world-views the imagined gods and creators become
gradually more palpable. The dictates of these beings were intended to explain the
otherwise inexplicable part of an obviously eternal order. Even today we only need to ask
ourselves the questions that lie beyond scientific method, such as the purpose of creation
or the goal of evolution, or the aim of birth and death, to find once again that only a
belief in order can offer hope. It does not matter whether we call this belief by its true
name or use some philosophical or nature-philosophical periphrasis® like entelechy or
vitalism® . Deus lex mundi.From this we learn that the most valuable and humane of these
conceptions of order are the basis of our modern culture. We also realize that the
sought-for cause, which this culture is always striving after, has repeatedly been shown to
exist, even though in unexpected guise (Fig. 1).

A biologist will be excused from pursuing this subject further, for experts have
discussed it exhaustively. It should only be emphasized how deeply anchored the concept
of the reign of order seems to be.
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Fig.1 The supposition of order beyond the perceivable world. Beyond the
celestial sphere the artist expects to find that standard parts, symmetries, and
even orderly mechanisms are once again dominant. After a German woodcut of
the fifteenth or sixteenth century. From Zinner (1931).




Three Approaches to the Problems of Order 1A2

b. Order and reality

Ever since some degree of understanding was gained in the nineteenth century of what
matter, life, and evolution were about, a belief in the reality of such order has become
uncertain. In my opinion there are three reasons for this doubt, which underlies the
modern extreme opinion that expects no order.

In the first place it is often taken as proven that the concept of order will disappear
either when the particular orderly phenomenon is found not really to exist and the
hypothesis of order is falsified, or else, as is commoner, when the hypothesis is
confirmed. In the latter case the phenomena can then more appropriately be called ‘the
instance of a law’. Order would be a transitional condition of our insight, prior to the
recognition of causes.

In the second place there are the two universal evolutionary theories of science, those
of physics and biology. These have consequences which, as seems at present, in no way
support a concept of order. In physics there is the second law of thermodynamics, or law
of entropy, which states that every phenomenon in this Universe leads finally to an
increase in disorder. (However, this tells us nothing about how order arose, though
obviously there must have been enough of it originally for it still to be decreasing now.)
In biology there is the synthetic theory, synthesizing Darwinism and genetics. This asserts
that the evolution of organisms can be explained by environmental selection of random
mistakes which occur now and then during the replication of genetically stipulated
decisions. (Up till now none of the many theories requiring the supplementary action of
an orderly principle has been verified.) In a broad context it would therefore seem
unnecessary to presuppose order at all.

In the third place, the supposed orderly pattern of the outer world agrees strikingly
with our own thought patterns. How does this conjunction arise? Is it not plausible to
suppose that what we take for real order is, in truth, only the projection of the fact that
our thoughts require order. It would be an artefact, so to speak, of the limitations of our
thinking apparatus. For the only alternative is that our thought patterns are the selection
product of the pattern of reality, which seems far-fetched.

In this introduction I cannot deal further with the concept of order. I shall return to
all three questions as appropriate. I shall then show, first, that instance, law, and order are
all connected together; second, that our theories of evolution seem to be incomplete; and
third, that the hypothesis that thought patterns are a selection product of the pattern of
reality is more probable than the alternative.

2. Entropy, negentropy, order and chaos

The question of what order is has been given new impetus by the researches of
physicists and I now wish to explain why they feel hopeful of finding an answer.
Obviously I must leave out the purely physical arguments for their optimism. I only
mention that these arguments are independent of anything mentioned above, and arise
from the dimensions of expectation and uncertainty.

Physics has long taught us that all isolated systems change towards greater equilibrium,
which is the same as loss of energy. Perpetual motion is impossible. Thermodynamics also
proves that this decrease corresponds to an increase in atomic disorder (D) as given by the
Boltzmann constant (k = 1.38 X 107'° erg/°C). This decrease in energy, or degree of
increase in atomic disorder, is called entropy (S):
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S=klog D (1)

This measure for disorder was used by Schrodinger (1944) as the basis for a numerical
expression of atomic order or negentropy (see also Section I B3a). It is agreed today that
negentropy (V) corresponds to a function of the reciprocal of atomic disorder (1/D):

N =k log 1/D (2

In this way the physicists have set up a measure for order. Moreover, they developed it
especially for biologists since they worked it out in connection with the phenomenon of
life and with Schrédinger’s question: ‘What is life?”. For order is at its most obvious in
living phenomena and thus a belief in the reality of order begins to return. ‘Life seems to
be orderly and lawful behaviour of matter, not based exclusively on its tendency to go
over from order to disorder....’* On the contrary: ‘It springs to the eye that the
tendency of living organisms is to organize their surroundings, that is to produce order
where formerly there was disorder. Life then appears in some way to oppose the
otherwise universal drive to disorder. Does it mean that living organisms do or may violate
the second law of thermodynamics?’® No, that is not the case. The biosphere, including
its input and output, obeys the law of entropy, but its open systems, the organisms, are
able to evade it. ‘The entire process is exentropic owing to the flow of energy from the
sun to outer space, but the local processes may lead to order such as a rotifer, a sonnet, or
the smile on the face of Mona Lisa’.® I share the optimism of the physicists.

' The details of how organisms evade the law of entropy we shall also have to learn from
the physicists. However, I shall myself try to elucidate what mechanisms lead to the
orderly patterns of living structures, and what those patterns are. In the first instance,
however, it is important that negentropy, as a measure of material order, can prove the
reality of the latter and provide a starting point for its study.

3. Accident and necessity, certainty and uncertainty

Before I continue with the numerical concept of material order it will be useful to
clarify the concepts that are closely linked with it.

All events which can be studied by scientific method can be regarded as either
accidental or necessary. This world of accident and necessity seems to contain no third
alternative. Of course this distinction does not mean much at first. It is clear, however,
that with respect to events we can take up one of two positions. In one group of instances
we possess a particular expectation and expect that it will be confirmed in repetitions of
the event. In the other group of instances we have no such expectation and have to take
notice of the unexpected, with varying degrees of uncertainty. However, the border
region between accident and necessity is large. There is scarcely an experience in which
some surprise is not mixed with fulfilled expectation, or conversely. This will concern us
later. But what are accident and necessity?

We begin to be convinced of the necessity of an occurrence if our expectation is
fulfilled so reliably that the last traces of uncertainty disappear — as we can say for
simplicity. In such cases we tend to assume a cause for such regularity in the reign of
order or of conformity to law, as we usually say. We do this because of our experience
that the same thing does not repeat itself for no reason. Whether the supposed cause will
be confirmed, or whether it will eventually give place to another, is asked only later —
think for example of our changing conceptions of the cause of the sun’s movement.
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The word accidental, on the other hand, is used of those events for which the methods
available do not allow us to form expectations. This may be because the event simply is
not repeated, as with historical events, or else because the time when it will be repeated is
not determinable; again this indeterminacy may be because details — such as relate to the
causes of motions for example — either are left out of consideration (as with the
heads-tails decision), are too complicated to be followed (as with the accidental meeting
of friends), or for fundamental reasons simply escape examination (as with the
breakdown of atoms). In this way, each part of the event corresponds to pure accident,
concerning which no appropriate prediction can be made. The greater the play given to
accident the greater is the uncertainty.

B. ORDER AS PROBABILITY

Where are we then? What do ‘certain’ and ‘uncertain’ mean? In answering these
questions we must make the strange attempt to judge certainty starting from uncertainty.
In connection with all our further questions we need to know what we think about
‘conformity to law’ and ‘law content’. I must therefore ask the reader to follow me into a
region lying between epistemology and probability theory which is assuredly as simple as
it looks difficult. The key to a solution is indeed very straightforward. It lies in the
double nature of what we call probability — in the strange complementary interpretation
of ‘information’ in present-day science.

1. Indeterminacy and determinacy

Uncertainty and predictability have an inverse relationship. We wish to measure degree
of surprise or accident, so I now want to define the degree of predictability or of
necessity. I shall begin with what is known.

a. Information content

Information theory has developed a measure for specifying the degree of surprise. The
so-called information content (/) of an accidental event corresponds to the inverse of its
probability (P). I increases with the number of unpredictable accidental possibilities and
thus with the degree of uncertainty. In the simplest case, that of tossing a coin, the
probability (P) of the next event being ‘tails’ is (x), then P, = %. The reciprocal 1/P, is
therefore a measure of uncertainty and equals 2.

In using the idea of ‘information’” in this way we must remember that it differs most surprisingly
from the colloquial idea of information, including that of genetic information. In its colloquial use
factual situations are the contents of a piece of information with qualities like ‘important’, ‘correct’,
or ‘understandable’. But in its technical use the information content depends exclusively on the degree
of probability of the occurrence. The two ideas only agree assuming an uninformed receiver.®

The unit of measurement for / is usually the bit — the digital yes-no decision as used in
electronics. The binary choice between 2, 4, 8, and 16 events requires respectively 1, 2, 3,
and 4 bits. This implies a relationship involving a logarithm to the vase 2. Thus the
information content (/) of an event (x) in bits is the logarithm to the base 2 of the
reciprocal of its probability:

I, =log, 1/P, (3)

Suppose, for example, that out of a range of 32 possible and equally probable events
(e.g. a roulette wheel with 32 positions), there is a series of six individual events such as

5
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15,2, 12,9, 12, 20. Then, for each event P=1/32 and / = 5 bits. One could also say that
accident must make five equal decisions in order to select one individual event out of 32.
The whole series of six events would contain / = 6 X 5 = 30 bits.

Now, as a rare case, ‘chance could decree’ that in the six throws of the roulette the
series 1, 2, 3, 4, 5, 6 appeared — an apparently meaningful series. If this really was
accidental, then the series would contain the same 30 bits of information.

If however the ‘meaningful series’ was produced intentionally, as for example by the
mechanism of the machinery, then, as soon as we were convinced of this, the information
content would disappear entirely. For as soon as the occurrence of an event can be
predicted with certainty, then all surprise disappears, as also is evident from equation 3.
The probability (P) is then precisely 1, its reciprocal is 1 and log, 1 =0.

This conclusion will be important for our definition of determinacy content and must
therefore be examined with care. This is especially true because an opposite idea of
information has been developed in the natural sciences. I wish to avoid tangling the
threads together here, but will come back to this matter after clarifying the determinacy
concept (Sections I B3b and ¢).

b. Predictability

Predictability, therefore, decides whether the events 1, 2, 3, 4, 5, 6 (out of 32
possibilities for each) should count as 30 bits of information or as none. The ability to
predict requires five preconditions. Two of these must exist in the observer, and three in
the systems that produce the events. To examine these preconditions we need an
objective standpoint. 1 shall therefore consider the observer as the receiver and the
producer of the events as the source.

In this connection I shall follow the objective procedure of communication technology and
information theory in supposing that the receiver initially knows nothing about the structure of the
source and will learn no more than what he deduces from its transmissions. Indeed I shall not go
beyond these assumptions at this point, but shall merely seek to define what must be taken as given
from the epistemological viewpoint. The preconditions are as follows:

1. The source must repeat its transmissions, for only in this way can the receiver
recognize those regularities from which law or meaning can be deduced. For the
repetition of an event in the same fashion will only happen by accident over a long period
of time.

Thus the transmission ‘S & 5’ does not allow a meaning to be recognized any more
than ‘& %4 # S & 5’ etc. The transmission ‘S & 5 S & 5 S & 5 on the other hand does show
a meaning i.e. the repetition of the group of events S & 5. This phenomenon of repetition
is of such importance that we must examine it later in detail.

2. The receiver must have a memory.

3. The receiver must be able to compare, for otherwise he could neither recognize the
repetition of an event in a series of events, nor know the number of events which might
possibly be transmitted.

4. The programmes of a large number of sources must be so organized that the
receiver can learn to distinguish between individual events, on the one hand, and series of
events, on the other. Thus if the individual events of the series ‘1 2 3 4 5’ always occurred
as12345 12345 etc. then the receiver would no more experience a regularity than if
he received S S S S. He needs to become acquainted with the events 1 to 5 predominantly
in other combinations so as to become convinced of their individual existence. For only
after many comparisons does it become improbable that a transmission (i.e. a series of
natural events) is differentiated in a repeated regular pattern by mere accident.

6
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5. The programme of a source must remain within the same limits long enough for the
receiver to appreciate these limits (as for example the range of a set of symbols). For only
a large number of comparisons make it improbable that the limits in a series of natural
events have remained the same by accident alone.

All this shows that the preconditions in the receiver are also the minimal preconditions
for thought. And I shall anticipate my argument by saying that the minimal preconditions
in the source represent those of order. Naturally they are fulfilled wherever we recognize
laws.

¢. Measuring the improbability of accident

I now return to the important question: What criteria show that the occurrence of an
event is dominated by accident rather than necessity?

This can be illustrated by an example. In a coin-tossing contest how often must my
opponent throw tails (on which he has bet) before I doubt the reign of pure accident? It
does not require many throws. The probability of his first success is still %, but with his
second, third, fifth, tenth or hundredth success it falls to 1/4, 1/8, 1/32, 1/1024, and
1/1.3 X 103°. My faith in accident will fall still faster if, out of 32 cards in a game of skat,
he exclusively draws the Jack. For the probabilities at the first, second and tenth occasion
are 1/32,1/1024 and 1/1.1 X 10! 5,

This decrease of probability can also be expressed as an increase in improbability (the
reciprocals of the just-quoted reciprocals). Thus we can say that the improbability of
drawing the Jack ten times in succession is 1.1 X 10! or of throwing tails one hundred
times in succession is 1.3 X 103°. However, if one explanatory hypothesis becomes
impossible — namely the supposition that we are dealing with accidental events — then we

are forced to seek another.

Naturally, in any given condition of investigation there will always remain a minute degree of
probability that the result is due to accident. The degree of improbability at which we become
convinced of intent or trickery is a matter of taste or of faith. Eventually, however, it will assuredly be
reached. We only need to continue the game long enough.

When the Jack is drawn for the hundredth time the degree of improbability is already 3.3 X 10" 5°.
And when tails are thrown for the thousandth time it is 1.07 X 103°'. Numbers like these are already
beyond all physical possibilities. If the whole of humanity (2 X 10°) experimented every second of
every day of every year since the origin of the Universe (3 X 107) it would scarcely have completed
1027 experiments. And between 10’22 and 10?7 times as many experiments would be needed to
achieve such a result accidentally on one single occasion.

d. The probability of accident versus the probability of determinacy

If an explanation in terms of accident is impossible then experience shows that we
must suppose its opposite, variously called intent, stipulation or conformity to law. In
this world of accident and necessity we must then assume the reign of necessity. In future
I shall refer to the reign of necessity as determinacy.

This is the next important step in defining order — that of realizing that events (indeed
one and the same set of events) can be seen from opposite viewpoints, assuming either the
reign of accident, or of necessity, in the source.

There are now two probabilities (P) to be considered: the probability of an accidental
or indeterminate event (PI) and the probability of a determinative event (Pj)). The
probability of indeterminacy (PI) measures the extent to which an observer can expect an
event, supposing that no regularity affects its occurrence. The probability of determinacy
(PD ), on the other hand, measures the extent to which the observer can expect the event
assuming the action of a regularity D.
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This consideration, as well as the splitting of P into Py and Pp, is beyond the usual scope of
information theory. It can be seen as an extension called ‘determinacy theory’ which is indeed based
on the corresponding probability theorem but which would have no meaning if information is defined
only as a measure of lack of predictability.

e. The probability of determinacy

The probability that an event or series of events is to be seen as determinative or
indeterminate must depend on the ratio of Py to Pp. This is because the probabilities of
the reign of determinative or indeterminate processes in an event would be expected to
behave reciprocally to each other. We can express this ratio (the probability of law) as the
degree to which we expect determinacy — this will be the probability with which we are
constrained to suppose conformity to a law (P;). At the limits, complete certainty of the
reign of law will be P; = 1 and the greatest improbability of the reign of law will be
P;=0. We then have the quotient

P,=Pp/(Pp +P)) 4)

This ratio will also give the degree of expectation of determinacy. At the beginning of
research into any natural event (the programme of a source unknown to us) we shall have
no knowledge concerning its background. This situation will correspond to intermediate
values between 0 and 1. With increasing experience, however, the certainty will increase
either that we are dealing with determinative or with indeterminate events and the ratio
will closely approach either O or 1.

Suppose, for example, that my suspicion of determinacy comes to be confirmed — tails will be
thrown because my opponent is cheating as I suspected. With a single throw I shall still be in great
doubt because the probability of accident is still %2.

P;=Pp/(Pp+Pp)=0.5/(0.5+0.5)=0.5/1=0.5

Only the continued success of my opponent will justifiably increase my distrust.

Thus my experience will increase with the repetition of an event. I have already
mentioned the importance of such repetition for our ability to come to a conclusion
(Section I Blc). But I can now go further by showing that, when our accidental or chance
expectation is not confirmed, then the number of occurrences (i.e. the number of
disappointed expectations) enters the equations as a power.

Thus the chance probability (Py) that tails will be thrown two, three, five or ten times
in succession decreases as 1/2, 1/8, 1/32 and 1/1024 i.e. as (1/2)2, (1/2)3, (1/2)°, and
(1/2)'°. Let the number of occurrences of the same state of an event be a, the
expectation of regularity be (P;,) and the expectation of regularity with respect to the
number of occurrences be Py, Using equation 4 we can then write:®

P =Pp [(Ph +PI) (5)

Suppose on the basis of uninterrupted fulfilment of our prediction in a series of events we
can maintain our supposition of determinacy (P;, = 1) then the equation will simplify to
Pla i 1/(1 +P{II)-

Thus if we predict that tails will always fall, we remain very uncertain after the first throw for:
P, =05/(0.5+0.5)=0.5. But if it is confirmed at the second, fifth, and tenth throw then the
probabilitv  that our prediction is right increases as 0.5/(0.5+0.5%) to 0.5/(0.5+0.5°) ta
0.5/(0.5 + 0.5'°) i.e. Pz =0.66, 0.94, and 0.998. With the hundredth occurrence the probability
that we are dealing with a determinative process has reached virtual certainty: Pj; = 1/(1 + 0.5'°°)
=1/(1+7.9x 1072"). This corresponds to a number near to unity with more than 30 nines following
the point.
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Of course it is a question of taste at what approximation to unity we assume the
reign of determinacy. Since the experiment can be continued as long as we like, however,
it is certain that such a value will eventually be reached.

The same is true in the opposite sense. If our expectation of regularity is repeatedly
disappointed (on average at every second throw) then the improbability of our
assumption of determinacy also increases as the power. On the contrary the expectation
of an event under accidental conditions (P; = 0.5) will be repeatedly confirmed, so the
formula that applies will still be P, = Pp/(Pp + Py).

One can say therefore that, if expectation is confirmed, then the repetition does not change the
probability of an occurrence, but repeatedly confirms it. Thus from the fifth to the tenth throw
Py, will sink from 0.5° /(0.5° +0.5) = 0.0588 to 0.5'° / (0.5'° +0.5) = 0.0019. We shall certainly be
convinced of the reign of pure accidentafter the hundredth throw for then: Pj; =0.5'°° /(0.5'°° +0.5)
=7.9X 107" /(7.9 X 107*! +0.5) ~ 1.6 X 1072°. This is a number with 30 zeros after the point

But if our expectation that tails will be thrown (Pp = 1/2) is sometimes not confirmed
then Pp would sink, with each disappointment, to a half of its value. In the inverse
example Py would sink in the same fashion but we should nevertheless expect (if the
probability of tails failing Py = 14) to be disappointed on average at every second event (cf.
example in Sections II B2« and I BIf).

- Specifying the determinacy content

As soon as the probability seems sufficiently high that a series of events is ruled by
determinative decisions rather than accidental ones, we are justified in trying to calculate
the determinacy content (D). We can specify this for a series of natural events, in the
same way as the indeterminacy content (/) is computed by current information
theory.

1. The simplified solution. As already mentioned, the information content (/)
of a single event, which is the logarithm to the base 2 of the reciprocal of its chance
probability Py, corresponds to the least number of accidental decisions necessary in the
system in order to produce it once. Consequently the maximal determinacy content
(Dynax) of an event (E), which is the log, of the various possible individual events
(log, E), corresponds to the least number of determinative decisions which must already
have been established in the structure of the source. For the whole set of numbers (again
E), therefore:

Dmax = E - log, E (6)

It is easy to see that, if a machine has a range of numbers of 32 symbols, at least five
digital decisions must be built into it, in order to be able to select any one of the 32
(logz 32=15). Thus the assumed accidental decisions reappear in the form of
determinative decisions.

2. The general solution. The maximal determinacy content (D, /), however, is an
extreme case. It only applies when there is complete certainty of the exclusively
determinative character of a source — as for example when we have made the source
ourselves. In analysing natural phenomena, however, we always have to reckon with the
possible effect of both types of decision — accidental (bitsy) and determinative (bitsp ).
This corresponds to the learning process.

For example, so long as we are able to consider the message 1234 56 (out of a range of 32
equally probable numbers) as a product of accident, then we can specify its information content as 30
bitsy. 1f, however, with repetition Pj, becomes very high, then we specify 30 bitsp. But if, again, the
message continues so as to give 1 23456 123215 8 8 3, then these 30 bits seem to return to the
realm of accident.
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Again the accidental series 16 2 8 30 4 12 4 28 26 etc. might seem to provide 5 bitsy per event, until
we discover that only even numbers occur. The range that we thought to contain 32 symbols has been
reduced to 16. We now find only 4 bitsy per event. The lacking bit reappears as a command, as the
decision ‘no odd numbers’, and thus as 1 bitp.

This process of learning the regularities in behaviour corresponds to a decrease in
uncertainty, which is a decrease in the maximal possible information content of a
message. Thus the general determinacy content will consist of the difference between
maximal information content (Z;) and factual information content (/p). We could also
express it as the information content according to the accidental theory minus the
information content according to the determinative theory.

D=I1-1Ip (7

This means that, in every chain of events, the information content / reaches a
maximum /7, when all events are set by accident. If it becomes possible, however, to
predict an event more precisely than can be done by chance probability, then / decreases
to the factual information content Ip. The difference must correspond to the
determinacy content as recognized above.

Applying I; = log, 1/Pr and Ip = log, 1/Pp (cf. equation 3) we obtain the special
determinacy content of an event (or chain of events) as D = log, 1/P; — log, 1/Pp, or

D =log, (Pp/Py) (®)

Taking the example of an initial range of 32 symbols, but missing odd numbers out,
then, for each event, we can reckon

D=log, (Pp/Pp) =log; [(1/16)/(1/32)] =log, (32/16) =log, 2 =1 bit.

This is the bit D whose existence we predicted on the basis of the general
determinative command ‘no odd numbers’.

For example, if we had no insight into the phenomenon of gravitation, then /, at the first
dropping experiment, would be /; (maximal). As insight increased, by the verification of
suppositions implying determinacy, the remaining quantity of uncertainty falls to /p . The
difference lies in D (the prognoses now possible). As knowledge increases D continually
approaches /; until the formulation of the law of gravitation. This formulation is Dy, 4y
(=11 = E . log,F; cf. equation 6). Its law content is a transmutation of that maximal
information which was to be extracted from the phenomenon of gravitation starting from
complete uncertainty or ignorance.

In the case of mixed indeterminate and determinative events the uncertainty remaining
when the determinacy content is completely known will be Ip = Iy — D; cf. equation 7.
This is a measure of the remaining freedom of the system.

g The limits of systems and methods

The concepts of information and of determinacy both demand definite limits of
consideration so that the probability of events can be specified. These could be the limits
of a range of symbols or of the structure of the source. One of the basic learning
processes is to make the limits of the methods or of thinking approach those of the
system.

Particularly interesting in this connection are those systemic limits which Nature draws
between accidental and determinative events. We have long been accustomed tc
investigate accidental phenomena where they pass into determinative phenomena, and
vice versa.
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For example, in investigating the determinacy content of the law of gravity our interest ceases at
accidental features such as the time of day, the number of observers, or languages used during the
experiments. Likewise, in investigating the information content of a game of dice, the dice players’
interest ceases at the determinants specifying the colour of the dice, the age of the dice-cup or of the
experimenter.

It is useful, however, to define these limits and it is necessary to consider every
increase in the range of symbols, even when it passes over the limit between accidental
and determinative phenomena.

For example, if, after numerous observations, we have established a range of numbers from 1 to
32, whose occurrence is specified by pure accident, then at the same time we have established that:
33 does not occur’. This determinant, like many others in the system, is already established, for
example by the manufacturer of a roulette wheel. (In the same way the seventh surface of a die is
excluded, or the occurrence of an edge on a sphere.) In investigating a roulette wheel /7 = D + [, still
applies, for D is equal to the determinacy content of the manufacturing process, and /, equals the
information content given by the behaviour of the ball.

The same is required for changes in the course of time, when a system moves from the
world of accidental events into that of determinative laws, or leaves it again. Take for
example such a simple chain of events as the tenfold transmission of the sequence 1 to 16
out of 32 numbers. We should be compelled to recognize that this conformed to law since
its Py, affords complete certainty. This would remain true even if, both before and
afterwards, the source produced completely unpredictable events. Concerning our
certainty of the orderliness of living organisms, it matters even less that their orderliness
arises from the world of pure accident and returns to complete chaos after death.

At this point we begin to see how to define order content quantitatively. But the
present state of theory demands that we should now relate order content to a closely
allied concept — that of law content.

2. Redundancy content and law content

As we have seen, there is little agreement between the statistical and colloquial
concepts of information. Similarly it is strange to find that the key to recognizing and
quantifying conformity to law lies in the phenomenon of redundancy.

We usually use the word ‘redundant’ for that part of a message which can be left out
without decreasing the information content, (as we shall say cautiously at first).'® Thus
for example, the telegram ‘boy arrived’ gives no less information than a doubling of its
individual events such as ‘boy boy arrived arrived’ or ‘bbooyy aarriivveedd’.

For the recognition of redundancy we must presuppose a receiver, of the type already
described, with a memory and the ability to make comparisons. The recognition of
redundancy implies the re-recognition of a message already received, and has the same
meaning as the prediction that, for example, a message in the condition ‘boy boy arrived
arriv. . . > will be followed by ‘ed’. The probability of determinacy (Pp) will thus be
Pp =1:

This shows the first important characteristic of redundancy: It has meaning only in the
context of determinative events. (The next occurrence of the number 32 in a game of
roulette, for example, is not predictable.) Instead of ‘information content’, therefore, we
can say, more precisely, ‘determinacy content’ (D).

An apparent limiting case exists when we believe that we have acquired ‘insight’ into a ‘law of
chance’. Thus after many observations of the results from a roulette wheel with 32 equal-chance
positions we can predict that Py =1/32 and that the number 33, fractions, letters, and so forth do not
occur. In actual fact, however, we have not attained the paradox of ‘insight into accident’. We have
only achieved insight into the determinative decisions which the manufacturer of the game has set as
limits to the working of accident. Insight, for example, into how the ball ‘chooses’ position 32 is
prevented by the lay-out of the apparatus. If we were to study this behaviour of the ball we should
immediately have to consider the laws of motion and would gain D at the expense of /.

11
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a. Redundancy content

The redundancy content (R) of a message, that is to say of a determinacy content in
bitsp, can again be recognized by the methods which we have used previously. We can
specity it by the minimal number of determinative decisions necessary in the mechanism
of the source in order to transmit the redundant determinacy content (bitsg). That is to
say, by the number of supernumerary decisions (a special case of bitsp).

As already mentioned, if we receive the message 1 2 34 5 6 out of a known range of 32 numbers,
then at first it will contain /; = 6 X § = 30 bitsy of information. After 10 repetitions, however, i.e. 11
transmissions, we have to abandon the accident hypothesis because of high P;,. We have then received
D=11X 6 X 5 =330 bitsp of which 10 X 6 X 5 =300 are bitsg.

The point when we discover determinacy in the course of the message depends only on Pp,.
Possibly it will only be reached after many repetitions. As soon as the discovery has been made,
however, we can quantify the redundancy retrospectively, back to the first repetition.

In defining redundancy content in this manner we have made the simplifying
assumption that, in the transmission and reception of the message, mistakes either do not
occur or will not be noticed. If mistakes do occur within a determinative sequence,
however, they will usually be noticeable and then we can distinguish two forms of
redundancy. But the difference between these forms will again disappear after quantitative
analysis, as shown below.

b. Useful and empty redundancy

We call redundancy content ‘useful’ if, by correct repetition, it cancels out mistakes in
the original message or removes misunderstandings. Thus, in a system that makes a
mistake in every second event, the message ‘boy arrived’ will perhaps become
rozurniieaand will be totally incomprehensible (unchanged events are printed in
bold type). However, the doubled version bbooyy aarriivveedd becomes
rbzouy nairarhizvaend which is still decipherable.

In analysing redundancy content, however, the following peculiarity must be
recognized. Assume that an observer, such as the designer of a source-receiver system,
receives the message ‘1 2 14 12 3 1 2 3’ (out of a range of 32 numbers) and recognizes 14
as a permutation of 3. At the moment of recognition the 5 bits; that corresponded to 14,
assuming no previous knowledge, will transform into S bitsp and the S bitsp
of the first ‘3’ in the repetition will transform into 5 bitsg. This is taken as given in
linguistics and communication theory. Usually, however, the research worker is himself
the receiver, in that he seeks to reconstruct the mechanism of an unknown source only on
the basis of its message. The first thing that such a primary receiver must do is to attain
certainty concerning the determinative character and the mistakes in the message, by way
of a high expectation of regularity (the probability Pj;). At the moment when he ceases to be
surprised by mistakes in determinacy, because he can correct them, useful redundancy
turns into empty redundancy.

Analysis shows, therefore, that the distinction between useful and empty redundancy
always disappears. We can therefore continue with a single redundancy concept. Only in
the design of source-receiver systems by a third party does useful redundancy again
acquire a meaning — as a design element, so to speak. It appears in the determinacy of the
genetic code, in the evolution of languages, and the development of communications
equipment.

In the same curious way, therefore, that ‘information’ surprises and determinacy
informs, we find, after analysis, that useful redundancy is as empty as empty redundancy
is useful.

12
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¢. Redundancy content and law content

We have already met two of the parameters applicable to redundancy (¢ and R). The
number of identical occurrences of a message (¢) is crucial for the recognition of a
determinative occurrence (Section I Ble). I have used the redundancy content R, on the
other hand (Section I B2a) to indicate the number of redundant decisions in such a
determinative occurrence, assuming provisionally that all these decisions occur (for with
systemization, as later shown, it is possible to eliminate many of them).

Having defined R we can subtract these recurring decisions from the total quantity of
information, i.e. from the determinacy content D. The remainder L corresponds to the
content of the original communication or statement, i.e. to the law content of a
determinative occurrence.

L=D —R )

This important entity L, which determines all the repetitions of a determinative event,
corresponds to the idea of law, conformity to law or regularity in ordinary speech. Thus
determinacy content of an occurrence, up till now measured in bitsp, can be stated in a
more differentiated form as law content plus redundancy content, i.e. bits;, + bitsp.

In the same way L can be defined from the quotient of the determinacy content D and
the length of the series or relative redundancy r (where r = D/L), that is L = D/r. It
follows that

D=L-r (10)

We can therefore describe determinacy as regularity times the repeated occurrence of
decisions. But, again, such instances conforming to a law are what we understand by
order (see also equation 18).

If we describe order as the product of law times the number of instances where the law
applies we satisfy the widespread assumption that a law, if not applied, does not lead to
order. Such a description also answers to our feeling that the quantity of order does not

depend only on the complexity of the regularity (see also p.22).

We know from experience that a law, promulgated as a string of subordinate paragraphs in a mass
of complicated text (law content) and hedged about with ‘ifs’ and ‘buts’, so that it can scarcely be
applied and always ambiguously, will often be superseded a few years later. The law of gravitation, on
the other hand, can be formulated very simply and the material world seems to have obeyed it since
creation.

In this way the order content (D) can be derived from probability considerations. A
further indication that it is in fact the product of law content times the number of
instances will be found when we consider the real dimensions of law and order (Section I
B3). First, however, I shall finish discussing redundancy by explaining what features can
be expected in its production.

Determinacy, whether in the form of regularity or of redundancy, requires in the
source, as in the receiver, at least a very simple form of memory. It also requires a
constant decoding mechanism, as explained in detail later. Otherwise we cannot explain
how the decisions needed for the selection or determination of a possible event, within
the range of possible events, always follow each other in correct sequence.

The simplest conceivable form of such a memory, in my opinion, would consist of two
different states linked together to form a chain. The various decisions could be
differentiated by inequalities in the constitution, surface, electric charge or, as in punch
tape, in position. Thus the chain or tape, as soon as the reading direction was fixed,
would by its material form determine the sequence of individual decisions.
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d. Visible and hidden redundancy

When we visualize in material form the chain of decisions needed for a determinative
occurrence, it is obvious that not every redundant decision shows itself as a redundant
event. Thus we can distinguish visible from hidden redundancy. By visible redundancy I
mean repetitions of features or events; and by hidden redundancy I mean unnecessary
complexity in decisions of a sort which is not immediately reflected by events. At first
sight, hidden redundancy seems to be a phenomenon of subordinate importance but its
influence on the pattern of order will soon become clear. I shall therefore consider its
arithmetical basis.

To explain why I am considering this decision redundancy, which cannot in itself
directly influence the form of a message, I shall refer both to an earlier and a later phase
in the argument. Looking back, it must be remembered that a quantitative approach to
the phenomenon of redundancy is only possible by way of the decisions that bring it
about. Looking ahead, I mention that the pattern of decision redundancy, because it
necessarily comes to be dismantled, will produce the basic forms of orderly pattern. This
will be true whether the redundancy of the individual event is immediately visible or not.
This is a crucial point for my theory and I shall consider it in detail later.

1. Visible redundancy (R') must depend on a repetition of those decisions which
define the law content (L) of the message. It is required that the whole chain must
contain in material form as many replicas (¢ of them) as are repeated in the series of
events (£). The maximal content of visible redundancy will then be:

R’max=E']Og2E(a—l)—x (11)

The identicality of the determinants of visible redundancy therefore depends on an
identical sequence, or total replication, of all yes-no (or A-B) decisions. The whole
pattern repeats itself.

As already mentioned, the transmission of £ events (for example 16 events, each with a possible
range of 16) demands that E - log, E = 16 X 4 = 64 bitsy ; or, for a transmissions, £ - log, E - a bitsp.
As a consequence R ;;,y (the maximal redundancy content) increases with 1, 100, and 10 000
repetitions (@ =2, 101, and 10 001) from 64 to 6400 to 640 000 bitsg . From this total we subtract
only x decisions as not redundant. For example assuming provisionally that each transmission requires
the command ‘go’ thenx =a — 1.

Thus in the message ‘La miz bellz amica’ the redundancy of three of the ‘as’ is visible
because the first ‘@’ already defines the gender.

Hidden redundancy, on the other hand, must be a question of long-windedness in the
determinative decisions. We cannot therefore use letters as an example though the
long-windedness would have its analogy in ‘thought decisions’. However, the principle
corresponds exactly. Identicality of the determination of hidden redundancy depends on
identical position (i.e. ranking) of particular agreeing yes-no (A-B) preliminary decisions.

This dependency is not immediately obvious. I shall therefore illustrate it in its two
basic forms — individual and special ranking.

2.  Hidden individual redundancy (R'"') exists when individual decisions of identical
position (i.e. rank) become redundant. This can be illustrated by the fixing of the
sequence of particular decisions. Thus with reference to the accompanying table, for the
transmission of the events (£') I-VIII we require £ *log, E =8 X 3 =24 bitsp. These can
be visualized as the holes 1 to 24 in a punch tape. It is then evident that, first, the 3 bitsp
per event consist of a first and second preliminary decision and a final decision, and
second that some decisions of the same rank (three ranks here)!' will always be identical.
For example, the decisions at 14 7 10 or 14 17 etc.

14
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Number of decision 1 2 3|45 6|7 8 9|10 11 12|13 14 1516 17 18{19 20 21|22 23 24
1st predecision a a a a b b b b

2nd predecision a a b b a a b b
Final decision a b a b a b a b
EVENT I I1 111 v \% VI Vil VIII

If we assume a decoding mechanism that remembers or ‘retains’ a preliminary decision
until it is reversed by an opposing decision (e.g. from no. 1 until 13) then all those
decisions (e.g. 4, 7, 10) are redundant which have been printed in ifalics in the punched
tape shown. For they can be left out without decreasing the content of the message. The
number of such redundant decisions corresponds to the difference:

log, £ .
Rpax=E*log, E — .El 2 (12)
i
This is the difference between the maximal required number of decisions (£ . log, £) and
the minimal required number (2! + 2% + 23). Thisis8 X 3 —(2+4+8)=24 — 14=10
bitsg .

It is obvious that a decoding mechanism with at least a minimal memory is definitely
presupposed if hidden redundancy is to be reduced. It is easy to foresee that
communications technology will use such a mechanism. More important, however, is the
fact that the molecular genetic system also includes it (cf. Section IIIC). I shall show this
in discussing the cause of the pattern of biological order. All these assumptions will be
fully confirmed later. Indeed the whole phenomenon of decoding will need to be
considered, for without decoding no code reveals its ‘meaning’.

3. Hidden serial redundancy (R'"') exists when whole series of preliminary
decisions, differing from each other in relative rank, become redundant to the same
extent. This occurs when, out of a possible range of numbers of a source, only a few are
transmitted (£) while other alternatives (e) are completely excluded. In this case (R"") is
additional to (R"").

R"' magx =(E —1) - [log, (E +e) —log, E] (13)

For example if only the events I to VIII out of a possible range of 1024 numbers are
transmitted (E = 8, e = 1016) then we obtain the following picture with the adjoining
calculation.

Number of decision 1243441516 7:859310/1115512 13 114415 :16 17,1819 20121722

1st predecision a a a

2nd predecision a a a

3rd predecision a a and so on
4th predecision a a according to
Sth predecision a a equation 13
6th predecision a a

7th predecision a a

8th predecision a a and so on
9th predecision a a |according to
Final decision a b|equation 12
Event I 11

From equation 13 it follows that R = (8 — 1) . [logz (8 + 1016) — logy 8] =7 X (10 — 3) = 49bitsg.
This means that seven decisions to exclude b will repeat themselves seven times identically (for the
events II to VIII). Given a memory for commands, they are redundant.

In summary, the interesting result is reached that the maximal total redundancy
(consisting of R', R", and R"') becomes very high even for very simple types of
composite transmission or determinative events. I shall discuss the significance of the
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pattern of redundancy later. The composite maximal redundancy content, using

equations 11, 12, and 13, will be:
log, E .
Rpax =E-logy(E+e)-a— X 2'—[logy(E+e)—log, E] —x (14)
i=1

Thus if our source, with a range of (£ + e) = 1024 different individual events, only
transmits those (£) from I to VIII, but sends these out 10 000 times, then £'=8,e =1016
and @=10%. For x there are two limiting cases. In the maximal case the decoding
mechanism will need the command ‘go’ for every replication of L (x = @ — 1).In the
minimal case it will operate with the commands ‘on’ or ‘off” (x = 2).

The Rjpgx of such a message can be calculated from the maximal possible decisions,
E -log, (E +e) -a (cf. equation 11) minus the minimal required decisions which consist of
the terms:

log, £ .
Y 2'and log, (£ +e) — log, E (cf. equations 12 and 13)
i=1

as well as the value for x. For the second limiting case we obtain:

8 X 10 X 10000 — (2 +4 +8) — (10 — 3) — 2 =799 977bitsg, or with 800,000 bitsp
only 23 bitsy .

In such systems 7, i.e. D/L = 8 X 105/23 = 3.5 X 10%, will already reach values
between 10% and 10°. It can be shown that, given the complexity of organisms, orders of
magnitude between 10° and 102° can occur.

Such conserved redundancy specifies not only the probability of law but also the
number of instances when the law content is applied. When we appreciate its dimensions
we can imagine the extraordinarily high statistical probability with which the laws
governing living order can be recognized. We can also foresee the almost unimaginable
dimensions which living order, seen as law times the number of instances when the law
applies, will reach.

e. The origin and fate of redundancy

A chain of events which never repeats itself therefore contains the pure expression of
a law, as already shown, but its events can in no way be predicted. Every phenomenon
and every process which we can foresee in this Universe as conforming tc law, possesses
within its determinacy content a large, or even extraordinarily large, quantity of
redundancy. A world without redundancy, if such existed, would entirely escape our
powers of concept formation.

1. The origin of redundancy represents a problem whose biological aspect can be
solved (Section III B2b). Whether the general problem is soluble, in so far as it applies to
law and the application of law in the inorganic world, does not need to be decided here.
In my opinion it is chiefly a philosophical problem to decide whether our world of
events, which is redundant in high degree, may have arisen from a world with less
redundancy or none — from pure unrepeated conformity to law. Or whether the
redundancy of events is always accompanied by a redundancy of decisions. Or whether it
arose from almost pure redundancy by the splitting-up and elaboration of an original or
minimal law. For the moment I shall leave all this to one side, but I shall come back to it
in Section VIII B7¢.

In the living world we shall find that regularity and redundancy of decisions and
events form a system for the accumulation of determinacy, and thus of order. To
appreciate this we need only think of the increase in conformity to law involved in the
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differentiation of evolutionary ground plans or of the visible redundancy that goes with
the mass reproduction of the individuals of a species.

2. The accumulation of redundant decisions seems, however, to be a general necessity.
Only a teleological final cause in Nature would be able to avoid it completely. Such a
final cause, however, cannot be demonstrated even for the construction of the
determinacy code of living organisms. New decisions will be inserted or rejected in the
first place on the basis of immediate selective advantage. This will happen without regard
to whether, seen from outside, a decision is redundant or not, and oblivious to whether it
could ‘by pondering’ be avoided without decreasing the information content.

3. Accumulation of redundant decisions, however, takes on a completely new aspect if
a principle of economy is introduced. The introduction of such a principle is permitted,
for example, when the insertion, conservation, and decoding of determinative events costs
energy, as in the design of biological or of source-receiver systems.

Thus even with such a simple message as the transmission 10 000 times of the numbers 1 to 8 (out
of total of 1024 possibilities) there will only be 23 unavoidable decisions as opposed to 799 977 which
could be avoided by better decoding.

When avoidable decisions begin to outnumber unavoidable decisions by several orders
of magnitude then avoiding them will to the same degree become important, and
consequently will happen, as it does in the design of machinery.

4. This dismantling of redundant determinative decisions will happen, in designing
machinery, when the attainable profit becomes larger than the labour of rethinking, or in
the evolution of organisms, greater than the selectional cost of trial and error.

This connection will prove to be the key to the cause of the biological patterns of order and will be
dealt with in detail below. Here I shall only mention that it is a general principle and that the
accumulation of redundant decisions does not tend towards any maximum.

Redundancy of decisions and redundancy of events (i.e. » and a) behave differently to
each other. In systems governed by a principle of economy, the increase of redundant
decisions is counteracted by a regulator, but we cannot discern this by inspecting the
events, or at least not by inspecting events in the same plane. The spread and application
of a regularity only comes up against a limit much later. This happens at the very limits of
range of determinative systems, where their conditions for stability vanish. In technology
this occurs when the market for a machine is exhausted. With organisms and their
communities it happens when niches are filled or ranges totally occupied.

3. Order, determinacy, and negentropy

In the preceding sections I have tried to present what is generally understood by order
and have developed a method which permitted a quantitative description. I proposed that
order could be specified as resulting from determinative decisions which define its law
content. If this is accepted, then we can take the next important step towards describing
biological order.

Here, however, we meet a problem which ought to be mentioned, although my later
argument does not presuppose its solution. This is the problem of the connection of
entropy, negentropy, and information. I mention this problem because what I have
already said contributes to its solution, and because this solution further supports my
theory.

[ shall deal with this matter in three stages. In the first I shall recapitulate the
concepts. In the second I shall describe the problem. And in the third I shall propose a
solution.
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a. Entropy and negentropy

1. What is entropy? The matter was excellently dealt with by Schrodinger, writing for
the educated layman (1969, p.76). He said: ‘Let me first emphasize that it is not a hazy
concept or idea, but a measurable physical quantity just like the length of a rod, the
temperature at any point of a body ... To give an example, when you melt a solid, its
entropy increases by the amount of the heat of fusion divided by the temperature at the
melting point. You see from this, that the unit in which entropy is measured is cal/“C.’
Schrédinger’s classic account continues (1969, p.77): ‘Much more important for us here
is the bearing on the statistical concept of order and disorder, a connection that was
revealed by the investigations of Boltzmann and Gibbs in statistical physics. This too is an
exact quantitative connection, and is expressed by

entropy = k log D (cf. 1)

where k is the so-called Boltzmann constant (= 3.2983 X 1072# cal/°C) [nowadays more
often written 1.38 X 107'® erg/°C] and D is a quantitative measure of the atomic
disorder of the body in question. To give an exact explanation of this quantity D in brief
non-technical terms is well nigh impossible. The disorder it indicates is partly that of heat
motion, partly that which consists in different kinds of atoms or molecules being mixed
at random, instead of being neatly separated . . .’ ‘An isolated system. . . increases its
entropy and more or less rapidly approaches the inert state of maximum entropy. We
now recognize this fundamental law of physics to be just the natural tendency of things
to approach the chaotic state (the same tendency that the books of a library or the piles
of papers and manuscripts on a writing desk display) unless we obviate it. (The analogue
of irregular heat motion, in this case, is our handling those objects now and again without
troubling to put them back in their proper places.)’

2. What is negentropy ? Schrodinger then makes an important statement (p.79) :‘If D is
a measure of disorder, its reciprocal, 1/D can be regarded as a direct measure of order.
Since the logarithm of 1/D is just minus the logarithm of D we can write Boltzmann’s
equation thus:

— (entropy) = k log (1/D) (cf. 2)
Hence the awkward expression ‘negative entropy’ can be replaced by a better one:
entropy, taken with the negative sign, is itself a measure of order.’

After the criticism which he at first encountered Schrédinger added: ‘Besides,
“negative entropy” is in no way my own discovery. It is the very idea round which
Boltzmann’s independent discussion revolves.’

b. Certainty and uncertainty

A second part of the argument illuminates the connection between chaos and
probability. As long ago as 1894, Boltzmann considered entropy as a measure for lack of
information.' 2 Entropy (S), being a measure for disorder, is thus also connected with
probability.

1. Information as entropy. Every closed physical system changes, as its entropy
increases, from a less probable to a more probable total condition. This relationship
between entropy (S) and probability (P) is given by the Boltzmann-Planck equation:

S =k log P (15)
in which k is again the Boltzmann constant (cf. equation 1). On the other hand D (atomic
disorder) is replaced by the probability P, which indicates the number of ‘elementary
complexes’ in the system. These are the individual distinguishable configurations which
atomic systems can take on by discontinuous changes from one metastable structure to
another (Planck, cf. Brillouin 1956, p.120).
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It seems inadvisable to go further into this subject, both because of the author’s specialism and the
reader’s patience. Also my basic theme does not require it. By way of illustration, however, I add that
P increases with the number of possibilities in the system, i.e. with the general confusion. In an ideal
single crystal at absolute zero temperature it reaches a minimum value of 1, i.e. each atom now has a
single possible and predictable position (P = 1). In this case S = k log 1 = 0 corresponding to the least
possible disorder.

Thus Boltzmann already saw entropy as a measure for lack of information. A
quantitative interpretation was foreshadowed by Smoluchowski (1914), discovered by
Szilard (1929), but was not understood, was forgotten and then largely rediscovered by
Wiener, Shannon and Weaver!? at the end of the 1940s. They define information (/) (as
in our equation 3) as the logarithm of the reciprocal of the probability of a particular
occurrence / = K log 1/P (with K as a constant) or the logarithm of the number of
possibilities.

I=K log P, (16)

The correspondence of equations 15 and 16 is obvious. If, instead of the constant, K, we
write the Boltzmann constant k then we measure information in the energy units of the
law of entropy.

The inversion of 1/P to give P, can be illustrated by our roulette wheel with 32 individual equally
probable events. Each individual event has a probability of P =1/32 so 1/P = 32 and 32 is equal to the
number of possibilities.

We can therefore follow Shannon and Weaver'? in stating: ‘Information turns out to

be exactly that which is known in thermodynamics as entropy. For in both cases it is a
question of number of possibilities and freedom of choice. Entropy, chaos, mixing
together, freedom of choice, and information are thus identical as is accepted in
information theory and in physics.”!®

2. Information as negentropy. We could equally well say the converse: ‘If we obtain
more information about the problem, we may be able to specify that only one out of the
Py outcomes is actually realized. The greater the uncertainty in the initial problem is, the
greater Py will be, and the larger will be the amount of information required to make the
selection.’ This theorem, which in principle goes back to Brillouin (1956, p.1), implies the
opposite conclusion to that reached in the previous paragraph, i.e. it implies that
negentropy, order, organization, the separation of mixtures, design, and information are
identical. So many biophysicists and cyberneticists have accepted this position'® that the
growing literature gives the impression that the matter is closed.

Which position is adopted certainly depends on the points of view favoured by the
study of natural laws on the one hand and the study of living organization on the other.
Shannon and Weaver sought to measure disorder or unpredictability while Schrédinger
and Brillouin sought to measure order or predicatability. Schrodinger already compared
order with negentropy, while Boltzmann compared chaos with lack of information.

3. Entropy or negentropy. However, I think it unlikely that only one of the two
apparently contradictory theorems is correct, although the discussion about who could
have confused entropy with negentropy has still not broken off.! 7 Equally improbable is
Brillouin’s suspicion that Shannon and Weaver had already confused the two. I wish to
suggest another possibility. It may seem unlikely that an anatomist could teach the
information theorists about information. Nevertheless, I suspect that both interpretations
are correct and indeed that each presupposes the other.

When we speak of information we must remember the strange difference between the
everyday and the quantitative concepts, and also the double relationship of the latter to
determinacy and indeterminacy, to order and chaos.
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¢. Information as entropy and negentropy

In this position I need to remove yet another obstacle in order to fit our elaborated
formulation of order into the structure of the relevant theorems. This obstacle is the
obvious contradiction that information in the first place can increase with the degree of
uncertainty and disorder, and, in the second place, with that of predictability or order.
For, although neither theorem in itself appears to be contradictory, nevertheless it cannot
be expected that entropy could be the same as negentropy.

Indeed we have already worked out the answer in that our concept of order implies
the distinction between accidental and determinative phenomena. Let us take the proven
statement that both entropy and negentropy start by specifying probability. To make the
two points of view concordant with each other, we then merely need to ask: ‘Probability
of what?’

This is perhaps an unorthodox question, but we must remember that in nature
‘probability in itself” does not exist. This world contains both accident and necessity. In
the first place it contains only these, because, apart from accidental and non-accidental,
no third alternative is possible. In the second place, it contains both these, because
without experience they cannot be separated. Thus, when we ask about the probability of
an event, then we can always mean either the probability of explaining the event by
accidental decisions (bits;) or by determinative decisions (bitsp).

Technically it is agreed that information is a measure for lack of predictability or of
knowledge, a measure of the rarity of events, for the surprising, the new, or the
unexpected. It is identical with the number of decisions which are required to explain a
phenomenon, or to describe it, or to establish it. It is a measure for the improbability that
these decision should coincide in large numbers. But what decisions are we talking about?

1. Information as indeterminacy. In the first place let us consider indeterminate
events. These depend on accidental decisions which by definition cannot be predicted by
the observer. It is therefore a question of the information that I should have, if only I
could get it — information about the roulette wheel, about the history or the movement
of molecules which, apart from Maxwell’s Demon, nobody possesses. Such information
increases in a consistent fashion with the range of numbers, the number of symbols or of
possibilities in the source, and thus with lack of limits, lack of selection, disorder, lack of
meaning, or in consequence entropy.

The Demon imagined by Maxwell was able to open a little door between two equal gas-filled
spaces. As molecules moved here and there by thermal motion he would open the door, for example,
only when a molecule was moving from the right-hand space towards the left-hand one. IFor molecules
passing in the reverse direction he would keep the door shut. The pressure gradient, the free energy, or
perpetual motion, which he could thus build up would correspond to the advantage in information
which he had over us concerning the movement of individual molecules.

In designing apparatus for generating randomness or for games of chance we increase
the information in this sense. We do this by widening the limits of the possibilities that
we allow to accident, by decreasing determinative rules.

The information content of accidental happenings corresponds to the number of
decisions which I must suppose, or concede, when I cannot gain insight into the time and
nature of the decisions. I have given it the dimensions of bits;, described it as /p and now
name it indeterminacy content.

2. Information as determinacy. In the second place we consider non-accidental or
determinative events as I have called them. These depend on determinative decisions whose
mode of happening has been fundamentally explained (i.e. causally understood) and
indeed can be arranged by us. It is thus a question of information which I have as soon as
it is gained; it is information about the design of the apparatus, about causal regularity,
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about organization. Such information increases in correspondence with the distance from
thermodynamic equilibrium and from the most probable condition of mixture and lack
of selection. It increases with the exclusion of accident and thus with organization,
specialization, cost of construction, previously laid-down conditions, with meaning, with
the degree of order, and consequently with negentropy.

In designing apparatuses, whether machines or organizations, we increase this
information by increasing the limits within which exclusively determinative decisions
operate, i.e. by pushing back the accidental events.

The information content of determinative events therefore corresponds to the number
of those totally distinct decisions whose position and type, as we must suppose, are
accessible to us. That is to say, they are understandable, describable and in the last
analysis, predictable, and they were established by necessity, by purpose or by causality.
To this type of information content I have given the dimensions of bitsp, described it as
D and named it determinacy content.

Another example will illustrate this necessary antagonism of probabilities. If I rattle a prearranged
puzzle about in its box, then I can calculate probability assuming the reign of accident, and the
unselected mixing and entropy of the pieces becomes more and more probable. But the chance of my
finding any particular piece in its proper place according to the rules of play becomes more and more
improbable.

On the other hand, if I arrange the haphazard mixture according to the rules of play, then I can
calculate excluding accident, and then for each piece the probability increases of finding it in a
particular position. But with order, with the negentropy of the game, the product viewed as an
accidental result becomes more and more improbable.

3. The synthesis is therefore very simple. Probability in itself has no meaning, for the
improbability of order can be understood from the probability of chaos. And the
improbability of chaos can be understood only from the probability of order (cf. Fig.
2a-d).

Content of :
Information, Indeterminacy (accident) Determinacy ( necessity ), Law and Redundancy
Iy Ip D € R
(in bits) (in bitsy) EIEIRIDIVIFITIZIDIS| (inbifsp) (in bits ) tin bitsg)
FIK[A|l [U|[U|C|L|P|R a
200 200 QO |J|A|R[B|R[M|F[Q|" o 0 0
N[D|A|W[G|Q|R|Y|Q|Z
N|R[A[O|[J|[P|X|F[N[H
A|A[A|A|A|B(B|B|B|B b
200 100 c|c|C|C|C|D|DID[D|D|" 100 20 80
RIO|L|I|G|Y|A|M[Q|Q
A[B[C[D[E|F [G|H|I|J
K({L|M[N|O|P ORSTc
200 5 A[B|C|D|E|F [M|H[I]|J 195 100 95
K|{L|M[N|O|P [Q[R|S|T
WIH|A|N|[-|T|H|A[T|-
A[PIR[I|L|L|[-]|W]|! Td
200 0 H|-[H|[I|S|-|S|H[O|U 200 200 0]
(4.2 x108) RIE|S[-|S[0]O[T[E[- .. (4.2x108) (4.2x108)

Fig. 2 a-d. Games with their contents of accident and necessity, with messages with
the same number of events (40) and same number of symbols (32 = S bits). (a)
Assuming the reign of pure accident. (b) With the message half determined. (c)
Determined with one mistake. (d) Determined (in parentheses are the values for
those who know the Canterbury Tales beyond this message).
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Nevertheless it is true that science needed first to recognize the agreement between
information (/ = K log P) and chaos (S = K log P) for only chaos was convincingly
defined. Only later did it emphasize the relationship between information and order,
since the study of dominant order is a main scientific aim. The fact that interested voices
raised the possibility of a contradiction shows how meticulous science is.

All this, however, has already been pointed out in the great literature on this subject.
Wiener is reported to have said: ‘Order is essentially a lack of accidentalness.’® In
practice I go only a small step further when I conclude that the sum of the indeterminacy
content (/p) and of the determinacy content (D) of a defined system, i.e. the general
information content, will remain the same:

Ip + D = constant (17)

This is because in this world, just as we can only choose between the alternatives of
accident and necessity, so also we can only choose between understanding causally and
not understanding causally. This is true however often we lose our way on the journey
towards knowledge. This too has almost been said already. Even Democritus said that:
‘Everything that exists in the Universe is the fruit of accident and necessity.” Indeed this
has neither been successfully refuted, nor forgotten. Monod (1971) put this sentence as a
motto at the beginning of his book.

A final example may be helpful. I possess a source with a range of 32 symbols which can
communicate at least 21 000 lines, each with about 40 apparently meaningless individual events. Since

log, 32 =5 we calculate 21 000 X 40 X 5 =4.2 X 10° bits; and thus more than 4 million apparently
random accidental events. It may be sufficient to quote a single line.

Event number 5 10 s o] Sl BeR R e ()
Type of event 23 08 01 14 27 20 08 01 20 27 01 16 1809121227 2309 20
D SR e R () B e 3 S 40

082708 091927190815211805192719151520 05 27

But now I merely reveal that the symbols 1 to 26 represent the letters of the alphabet while 27 to 32

represent : space . , ; ! ? The first line of the Chaucer’s prologue then becomes obvious for: ‘Here
bygynneth the book of the tales of Caunterbury’ (cf. Fig. 2d).
Event number . . S 7l{0) 53 20 YO 30 . 315 40

Type of event WHAN THAT APR[ I L WI TH Hl S SHOU RES S OOTE

When this happens not merely do 200 bits of chaos transform into 200 bits of the most improbable
order, but, with the idea of the Canterbury Tales, the Knight and the Parson appear and, depending on
how well I know my Chaucer, the deafness of the Wife of Bath and the Shipman’s ‘noble monke’ and
up to 4.2 X 10° bitsp of predictable regularity. Indeed for philologists the whole world of Mediaeval
literature emerges with 107 bitsp and more. But if, for example, I merely analysed the letters into the
frequency groups, then even for experts in Middle English, all this order would fall into more than 4
million bits of chaos, of meaningless ornament, just like the hieroglyphs were thought to be before the
discovery of the Rosetta stone.

What I called determinacy content (D) or order must therefore be the same as, or
similiar to, negentropy (V). What I called indeterminacy content (/p), on the other hand,
could correspond to chaos () and entropy.

4. Order as law times the number of instances

If we formulate order as being law content times the number of instances when the
law applies, or more briefly, as law times instances, then we can solve three problems
which, especially in the field of biological order, have hindered the application of the
useful theorem: ‘Information is equal to order or negentropy.’ (Beyond this I do not wish
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to anticipate the general consequences discussed in Chapter VIII.) After this I shall start
to discuss biological events.

a. Solution of the information paradoxes

I shall deal in turn with the paradoxes of contradiction, of reduced number of
instances of a law and of increased number of instances of a law. By way of illustration I
shall use examples well known in the literature.

1. The problem of contradiction. ‘A theorem by Einstein or a random assemblage of
letters both contain the same information, provided the number of letters is the same.’!®
‘If our piece of iron is now sharpened into the form of a gear wheel, the change in its
physical entropy will be negligible.’>® In a conditional way I agree with both these
statements.

In the case of the letters of the alphabet we recognize the transformation of
determinacy content into indeterminacy content by the shaking up of Einstein’s letters so
that a reader could not understand a single word of the theorem. The sum of insight plus
perplexity remains constant. In the case of the toothed wheel, however, regularity is
added to haphazardness, to the value of the number of bitsp needed to describe the
non-accidental features of its surface.

2. The problem of reduced number of instances of a law. ‘If, for example, one given
molecule of guanine in a given gene (i.e. a single decision in an enormously long genetic
message) is replaced by a molecule of adenine, the information, the structural negentropy
of the system is the same. For the physicist, even if the mutation is lethal, nothing has
changed: the content in negentiopy has remained the same. But the mutation being
lethal, the altered organism is now unable to function and reproduce normally. It has
ceased to be alive.” Consequently, as we can append to Lwoff’s excellent example, its
negentropy vanishes.

In that case it is not merely the repetition of events () which vanishes. It is not merely
the repeating of the original law which ceases (¢ = 1) so that the order in the system is
reduced to the short duration of life of the mutant. On the contrary the law laid down in
the message (L) completely ceases to apply (a = 0). Thus the determinacy contentD =L -a
=L X 0= 0 and order vanishes.

This formulation even satisfies the paradox that an increase in law content can destroy
the determinacy content. As Lwoff has written: ‘As a consequence of the introduction of
the genetic material of a virus, the negentropy of a cell-virus system is greater than the
negentropy of the normal, original, noninfected cell. But the infected cell will die; that is,
its information will be destroyed.’*"

We have already established that the importance of a law does not depend on its formulation, and
above all not on the length of its formulation, but on the number of instances where it applies. There
are innumerable inapplicable texts of laws lying uselessly in drawers, innumerable formulae for
inapplicable inventions in the archives of the patent offices and innumerable well-formulated
resolutions which we have forgotten in our own lives, because they could not be realized.

3.The problem of increased number of instances. An excellent example, given by
Linschitz, 22 will suffice: ‘The inadequacy of physical entropy alone to measure the
biological information content is also seen in the extensive nature of entropy, by which
the entropy of two identical cells is twice that of each cell. However, the biologist and the
communication engineer might both argue that little more information is present in two
identical cells than is already present in one.” I completely agree with Linschitz and yet
the paradox is soluble. For in the present formulation we can say: The order or
negentropy of the system is doubled, but its law content scarcely changes. The solution is
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obvious: D =L -a = L X 2. This is a fundamental concept of the identical replication of
conserved law. This concept will occupy us a great deal.

The biological difference between L, + L, and L X 2 is even greater than that between Darwin’s
achievement in writing the Origin of Species and that of the printer in putting another 40 sheets into
his machine. For the living manuscripts even contain instructions for their own reprinting. The
comparison is between the achievement of setting the stop switch of the printing machine to operate
after 10 000 copies of the one hand and that of living 10 000 lives of Darwin on the other. The
significance of this simplication for life and evolution can be imagined and we are nearly in a position
to begin discussing it.

My general conception can therefore be expressed as the statement that; order is law
content times the number of instances where the law applies, or, briefly, law times
instances. This concept seems to solve the weightiest of the preceding contradictions. If so,

we can seek to apply it to the particular complexities of living order.

b. Instance, decision, and event

I thus come to the last, and perhaps the most important, consequences of these
introductory considerations. This will lead to the cause of orderly pattern, and thus to
the main part of our study. It will make things easier if we remember two things — first,
the simplication that we have had to make; and second, the fact that insight into law and
decrease of redundancy are opposed to each other.

As to the simplication, I have proceeded as if there were a basic difference between
decisions and events which justified us in analysing the redundancy problem beginning
entirely with the decisions. This is a didactic simplication, so as not to confuse the flow
of the presentation. It must be recognized however, that an event can never be anything
else than the system of decisions (sometimes an enormous number of them) which bring
it about.

As to the opposition between insight and redundancy, we can deduce the existence of
conformity to law only on the basis of repetition (Section I Ble). However, the decisions
repeated will come to decrease (I B2e) for reasons of economy. These two relationships
are of general relevance and are particularly relevant to the living world.

1. The identicality of decision and event. This is not easy to appreciate in complex
systems but becomes more and more cogent as we consider increasingly simple systems.
We have imagined decisions (d) from the beginning as the yes-no decisions of the relay
switches of a machine or source. In Nature these correspond to the decisions in the
molecular realm of matter. These can be described as the entry of atoms into one or other
stable state according to position and chemical bonding, with at most two dozen bitsp of
possible alternatives.??

The attempt to trace an event, produced by the decisions of a man, back to the positions of atoms
is probably today not even of academic interest. It would be a different matter if, for example, we
took the production of a protein as the event. Here we could already count the number of molecular
decisions which need to be taken for its production. If this is true for these chemical building blocks
of organisms, then it will also hold for whole organisms and even perhaps for their functions. No
philosophical discussion is needed here, however. The prediction will suffice that events (£) consist by
nature of systems which, likewise, are constituted by decisions (d) and these in the last analysis are of
molecular type.

The difference between event and decision depends on the viewpoint. If we are
interested in the end state, then we can call this an event (E). If we are interested in the
intermediate states we can call these decisions (incorporation of new decisions into a
system = d). I have already explained this in the introduction. As I wrote earlier:

Predecision a a b b
Final decision a b a b
Event I 11 111 1\Y
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In this case I contains no more than aa, just as a b implies no more than II. Suppose we
equipped our source with more determinacy than previously — for example in the form of
luminous figures which show I after the decisions az. This again would imply a
simplification since we have not described the decisions built into such a number display.
For the present I do not need to say more — both decisions and events will concern us in
the whole book, though the psychological causes of the distinction will not be treated
until the end, in Section VIII B75.

2. The fate of decisions and of events. Here, however, it is important to note that the
fate of decisions is different to that of events. First, a decrease in the number of repetitive
and thus redundant decisions (d; bitsg) is not necessarily connected with a decrease in
the number of instances of a law (@), i.e. in the number of identically repeated events. On
the contrary, if the repetitive decisions are not merely erased but, so to speak,
economized by ranking and re-use, then a system arises which, by reduction of the
number of incorporated decisions (d), actually favours the identical repetition of the
events.

As a very simple example take the single repetition of our message with events I to IV.
Before and after the elimination of bitsg we obtain the following three values on
repetition:

Before elimination of bitsg
Predecision a a b b

a a b b R =10
Final decision  a b a b a b a b r=2.66
Event I 11 i v I 11 111 IV} a=2
After elimination of bitsp X
Predecision a - b - - - — - } R=0
Final decision a b a b — - — — r=1
Event I 11 111 v I 11 111 LV, Justia.=2

As usual in the systemized example (below) the bitsgp are replaced by the memory (—) of the
mechanism. We can save 8 bitsg of visible decision redundancy and 2 bitsg of hidden decision
redundancy (i.e. of long-windedness). But the repetition of the message () is conserved assuming that
a seventh decision can be inserted (predecision x with a content of about 1 bity).

Thus we have two different parameters for the identical repetitions that we refer to in
ordinary usage as instances of the applicability of a law. (The expressions ‘occurrence’
and ‘original plus replicas’ convey the same idea.) On the other hand there is the repeated
application of identical decisions which we have already met as 7. On the other hand there
is the repeated occurrence of identical redundant events (£), which we describe as a (the
relative redundancy of events). The process of systemization (i.e. the systematic
dismantling or reduction in the number of decisions) necessarily leads, when combined
with the increase in size of the determinative systems (i.e. in the length of the messages),
to the result that the number of identical events greatly exceeds the number of the
remaining decisions (r(sysr)). Thus a > r(spst).

3. The ratio of these two parameters to each other depends in the first place?* on the
degree of systemization of the decisions. Before systemization, @ is equal to the visible
redundancy » and is still exceeded in quantity by the total visible and hidden redundancy
of decisions. When the systemization is complete, however, all decision redundancy has
disappeared and r(syst) = 1. The difference between the two parameters is then at its
greatest.

Thus we can describe the degree of systemization (s) by the quotient a/r(gys). Its
values range from s < 1 to s = a. [ deal with this again in Section IIT B2.

It is important that, when the determinacy content of a system Dysygz) has ben fully
systemized, then this also can be described as the product of the law content L and of the
relative event redundancy « (the number of instances where the law applies).
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D/syst)=L e (18)

This gives the composition of the systemized determinacy content. The structure of the
statement of the law as well as the nature and extent of the repetitions can also be
predicted from the minimal number of replaced decisions (bits;). Compare, in this
connection, our simple example — the twofold transmission of events I to IV.

The cause of this increase in systemization will be the basic theme of all later chapters.
The following will emerge: the prospects of a system being conserved (i.e. its inner
conditions being maintained under defined external conditions) increase both with an
increase in the number of instances of the system that exist (a correlation which has
already been proved) and also with a decrease in the number of interpolated decisions
required to produce the system. For this decreases the reproduction costs, mistakes and
adaptive difficulties that the eliminated decisions would have caused.

At this point, of course, this statement means both too much and too little. We need
to consider the concrete aspect of biological order, so as to bring what has been said to
life.

I do not doubt that with this preliminary essay I have sorely tried the reader’s
patience. To the biologist it may have seemed scarcely relevant and to the information
scientist unnecessary. I think, however, that it will soon be evident that the problem of
living order would not be soluble if I had not first tried to sort out the relevant
epistemology.?®
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CHAPTER 11

THE DIMENSIONS AND FORMS
OF LIVING ORDER

This brings me nearer to the proper subject. For in the known Cosmos there is no other
phenomenon whose order content begins to approach that of life. And there is no
phenomenon of life which does not depend on an enormous structure of order. Lorenz’
has stated that: ‘Human knowledge, personal, cultural, and scientific represents but a
special case of the principle by which organic life performs the miracle of developing, in
seeming defiance of all laws of probability, in the direction from the less orderly and
more probable towards higher harmonies of almost immeasurable improbability.’ It is not
only biologists, but also chemists, physicists, mathematicians, and epistemologists who
agree that life is the dominant orderly phenomenon; it is order, pure and simple.

At first sight it might now seem fitting to discuss the strangest thing of all. This consists in the
mechanisms which, by evading the law of entropy, allow such order, as particular universal patterns, to
arise out of chaos. However, it is necessary to describe these phenomena, both quantitatively and
qualitatively, as well as the associated problems, before proceeding to solve them. For, as I shall show,
the wonder of the mechanism does not lie in its procedure, which is relatively simple, but in the
miracle that it produces.

A. THE PARAMETERS OF BIOLOGICAL ORDER

In approaching a quantitative description of biological order, I shall first discuss the
two estimates that biophysicists have already developed. Afterwards I shall derive a third
estimate from comparative anatomy by the use of my theorem, i.e. order = determinacy
content = X bitsp = law X instances = law content X relative redundancy = X bitsy, - r.

1. Order as energy

The oldest of the three estimates describes order as energy. This was already
foreshadowed in 1916 by Otto Meyerhof. In every organism continuous processes are in
action which contribute to a decrease in potential energy. Meyerhof said: ‘Since life
requires the continuation of these potentials of energy, work must be performed
continuously.”> And this can only happen. .. ‘by the flow of energy from a source to a
sink.”® Morowitz has recently summarized our knowledge in this field so I can limit
myself to quoting his most important conclusion: °...A living cell represents a
configuration showing a very large amount of energy as configurational or electronic
bond energy relative to the amount of thermal energy when compared with the
equivalent equilibrium system’.*

This equivalent equilibrium comes into existence at death. Simply expressed, order
would correspond to the difference between the Helmholtz free energy of the living and
the dead condition of the organism, of the: ‘... tension between storing energy and the
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decay of energy into the most random possible distribution’. Furthermore: ‘The selection
for stability plus the constant pumping by energy flow will lead to the largest possible
degree of order’.

I cannot try to explain Helmholtz’s free and thermal energy here. Also it is not necessary, because I
shall not make further use of this energy concept. Instead I shall proceed by using the concept of
information which is closely related to that of energy.

The connection between energy and information can again be illustrated by the
paradox of Maxwell’s Demon, who, as explained in Section I B3c), has been given
previous knowledge of the movement of molecules. The energy which he can apparently
build up, by sorting molecules, corresponds to the information which he must have about
their movement. . . ‘so that in some way information, which is a rather biological or even
psychological concept, is related to purely energetic concepts’.® Conversely Brillouin has
shown that work must be done in order to obtain information.® In brief: ‘You don’t get
something for nothing — even information.’

2. Order as improbability of state

The second estimate gauges order from the determinacy content and thus by the
number of these determinative decisions which are necessary for its description, its
stipulation or its construction. Redundancy and law content need not at first be
distinguished in this connection.

It must be remembered: first that the measurements will be in bitsp; second, that the sum of the
determinacy content of two equal, and thus equally unlikely, conditions is twice as big as the
determinacy content of each one; and, third, that the probability of explaining determinative states by
using accident increases with the negative power of the number of required decisions. Thus:

Type of event 1 2 3 4 1 2 3 4

bitsp (cumulative) 2 4 6 8 10 12 14 16
Accidental i TR 22 AT I Dk T A0
probability } 1/4 1/16 1/64 P 3 e e el P TN 1/65,536

The determinacy content of the largest information system built by man gives a good
basis for comparison, as Brillouin shows:®

‘Let us consider, for instance, a telephone network of a size comparable to the
American system. The order of magnitude of subscribers may be of a few ten millions,
but let us be generous and assume one hundred milliomr subscribers.’

The number of possible individual results in dialling is thus £ = 10, Since we are sure
of the determinatively working relays we can apply equation 6 and state: ‘that the
information content [or as we should say, determinacy content] of the whole system at
each time must be of the order of:’

E -log, E=108% -log; 10® ~ 4 X 10° bits
“This is a large number, but still very small in entropy unitsi.e.4 X 10° X 107'¢ erg °C
or 4 X 1077. It is difficult to imagine any piece of machinery containing an amount of
information much higher than in the preceding example, but if we think of living
organisms we find a completely different order of magnitude.’

Nevertheless such a machine already has an accidental improbability of unimaginable dimensions.
The number of trials which would be necessary to construct it by a random mixture of connections
would be 2% x 10° = 10'»20%,1 20,000 hich is a number with a thousand million zeros. The
improbability of biological systems is very much greater than this.

The determinacy content of organisms can be estimated in the same manner. We
consider the atoms or molecules in an organism which, because of their positions, are
necessary for life. We then compare the number of physically possible combinations of
these atoms or molecules with the very much smaller number which will actually support
life. Or, alternatively we work out how many decisions are necessary to define the special,
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life-supporting position of these building blocks. It is not necessary to describe the
arithmetical process here, nor to introduce suggested improvements to make it more
accurate. The mere results will be sufficient.

For small bacteria the values are estimated at between 5 X 10'® and 10'3 bitsp.°
Even the simplest forms of life exceed the most complicated man-built machine in
determinacy content by a factor of five or ten thousand and consequently exceed them in
improbability by a very high power. Dancoff and Quastler' ® have made calculations for the
human organism. They assumed 24.5 bits per atom times 7 X 10*7 required atoms, of
which only every tenth atom was assumed to be of definite position and obtained a
determinacy content of 2 X 10%® bitsp. This is a quantity of stipulations which exceeds
the content of all libraries on earth. Even on a molecular basis our own body has 2 X
105 bitsp.

This informative study confirms another important fact. Human germ cells are
reckoned to contain about 10'! bitsy, but the human gene catalogue (i.e. the pure ‘germ
plasm’) has only 10° or 10° bitsp. We know that all the regularity of the human
organism must be represented in the genetic code. There is therefore an increase in
determinacy of between 16 and 21 orders of magnitude in passing from the genetic code
and germ cell to the adult. It is an obvious question to ask where this increase comes
from.

The answer which I can now give is again extremely simple: The difference consists
predominantly of @ — the repeated application of identical law. We need only consider
how even the most specialized cells of our body occur as very great numbers of identical
replicas, i.e. as identical transmissions of one and the same law content. Retinal cells
number about 2 X 10®, neurons 10'2 to 10" and erythrocytes in the course of a life
between 2.5 X 10'2 and 5 X 10'5. The parameter a bridges over the 15 to 16 orders of
magnitude of difference in determinacy content between the germ cells and the adult
human. Moreover, in each of these identical cells we find enormous numbers of identical
organelles and ultrastructures, so that we would expect the quantity of relative
redundancy (i.e. the numbers of instances of events @) to lie in fact between @ = 10'° and
a=10%" 1 shall deal with this in more detail later (Chapter IV).

The important point here is that the determinacy content of the code consists
predominantly of D = 10® bits; whereas that of the completed organism is made up
of D ~ 10° bits;, X 10?°a. This provides the key to the anatomical part of the solution.

3. Order as the extent of possible predictions

In describing the first estimate I proceeded as if we did not know how the determinacy
system of the human organism was organized. Indeed we do not know the building blocks
as completely as the Bell Telephone Company can know the network that it has
constructed. But we already know more than we are commonly led to expect. Also the
possible predictions are in the highest degree certain. An example will illustrate this.

If a tiny fragment of a human hair is found at the site of an accident the experienced
criminologist can identify it from its microscopic structures. How many certain
predictions could be made concerning the original owner of this microscopic structure by
the cooperative efforts of anatomists, histologists, cytologists, students of ultrastructure,
biochemists, and molecular biologists?

To answer this question we first need to separate predictions based on law content (L)
from those concerned with relative redundancy (). We have good information on both
and also have little difficulty in separating them from each other.
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So as not to repeat myself I refer the reader to what is discussed in detail in Section II B, i.e. the
concepts of the anatomical plural and singular — of single individualities and the number of instances
when these occur. The reader may either turn to that section to convince himself that the distinction
is methodologically unobjectionable or he may simply read on.

The atlases of ‘the Normal Anatomy of Man’ show that there are about 10*
predictable individual features, of the locomotory apparatus and 7 X 10% of the nervous
system. Histology can add another 5 X 103 while cytology and molecular biology
contribute almost as much. If these features are added together they make somewhere

between 10° and 5 X 10° and these are bitsy. For they contain in the first place no
redundancy. We can calculate the minimal information content of the digital decisions,
assuming that for each defined feature there is only one alternative, as Dy, in = 10° to 5 X
10° bitsy, . This should give the dimensions of the law content of our genome (specified
by the improbability of the states) to within an order of magnitude.

The difference of a factor of five or ten between the maximal textbook information and the true
law content of the human organism is easily bridged, as any specialist will confirm, by the difference
between taught knowledge and total knowledge or, at least, by the extent of what has still not been
studied.

The parameter a of identical repetitions in the human organism is even easier to
estimate. It increases with decrease in complexity. The following figures for identical
building blocks are known for the different levels of complexity: anatomy 2 to 107 (for
example, symmetrical identical limbs at one end of the range, 107 identical hairs in a
large mammal at the other end of the range); histology 10 to 10'° (for example,
erythrocytes); cytology 10'° to 10! (for example, chromosomes X cells); ultrastructure
10'? to 102° (for example, the granula of the endoplasmic reticulum X cells);
biochemistry 10 to 102° (for example, replicas of an amino-acid molecule); molecular
biology 10'¢ to 10?7 (for example, number of nitrogen atoms). The value of a thus
certainly reaches 10%° to 1021,

The number of possible predictions concerning an organism, therefore, despite our still
limited knowledge, can reach values of D = 10° bits; X 10%° g at least, toD =5 X 10°
bits; X 10®" a at most. This is a range from D =10%% to 5 X 1028 bitsp. These are
extraordinary dimensions of predictability. The total quantity of order in organisms
seems to have been approached by research to within one or two orders of magnitude, i.e.
25 of the 27 orders of magnitude are already documented by knowledge. This insight is
encouraging for the steps that we shall take later.

Later we shall see that further dimensions of order must be addedﬁto these in considering the total
phenomena of life, such as that of individuals (108 ) and of species (10 ).

B. THE FORMS OF BIOLOGICAL ORDER

I now need to make a qualitative analysis of living order. This represents a totally
different type of problem. I shall have to formulate it almost anew, by a synthesis
drawing on almost the whole subject matter of biology.

Up to now I have considered order merely as a quantitative phenomenon and was led
to a quantitative formulation. But in discussing the qualitative aspects of order, which are
epistemologically much more difficult to grasp, I consider it necessary to ‘stick to my
last” which is biology.

We are therefore again at a beginning, at a point where it is appropriate to look around
us. So as not to beg any questions we need to return to basics and ask: What are the
qualities of order? Must order possess qualities? And do such qualities have anything in
common?
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1. The qualitative aspects of order

At the beginning of the previous chapter I used the observation of the behaviour of a
source to represent research into a still unexplained natural phenomenon. I return to this
analogy again. It corresponds to a region of unspecified probability, a no-man’s-land
between accident and necessity. In this region order can only be recognized if there is
repeatedly transmitted determinative regularity.

1. With these minimal assumptions the qualitative aspects of order is contained in the
law content. Replicas of the law content contain only quantity. The law content, for
example, of a continual transmission of the message ‘1234 56 7 8 would contain £ -
log, E = 8 X log,8 =24 bits; in quantity. But the qualitative aspect of the transmission
would be the ‘type’ or ‘pattern’ of the regularity. This pattern could be called the ‘basic
law’, ‘exclusive nature’ or the ‘idea’, though naturally this would not mean very much. It
could however be described unequivocally as (n =1 with n, n + 1, n +2...n+7). The
qualitative aspects of order are very complicated and can only be clarified by repetition.
Therefore they correspond to the idea of pattern as used both in cybernetics and ordinary

speech.

For example, the ‘basic laws’ of the sine, the point, and the square differ from each other and so
do the patterns that they form — being a wave pattern, a pattern of points or a checker pattern.
Further, the formulae of sine wave and circle present dimensionless qualities and so the dimensions
need to be added to the basic law to stipulate the pattern.

2. The existence of a qualitative essence is also presupposed by these minimal
assumptions because every law content must contain an irreducible essence — irrespective
of the complexity of the total law content or of the size of the essence. Thus in every
determinative event there is a pattern. Otherwise we should not recognize it.

A totally different question, of course, is that of how many patterns can be expected. In
the first instance only one should be postulated. For a world with only one pattern is just
as conceivable as a world with infinitely many. It is one of the features of living order in
our world, as I shall later show, that it contains only a small number of well-defined basic
patterns.

3. The common quality of all patterns is the ‘identicality of their individualities’. The
reader will notice that we are already disturbingly close to the limits of scientific method
and I will therefore assure him that we need go no further. For, first, this connection
between identicality and individuality can be completely explained and, second, it gives a
sufficient basis for study of the pattern of order.

This connection is a consequence of a. It has to be with repetition, with the number of
instances, and with identical replication and indeed with adherence to law and with
multiplication. It is expressed in the difference between ‘the same’ and ‘similar’. This
connection is the remarkable feature in all comparison, for when we compare we assume
that behind similarity there is identicality. And that again is a matter of probability.

Thus, if after the message ‘1 2 3 4° we again receive ‘1 2 3 4’ we say: ‘That is the same’. We ignore
the circumstances that the second message arrives at a different time, is on another part of the sheet of
paper, the molecules of printing ink are totally different, and so forth. Indeed we would disregard the
fact that the first message was printed in black and the repetition in red, or that one arrived by sound
waves and the other by light waves in totally different parts of the brain.

We consider the action of accident and necessity. And, if too much speaks against
accident and for necessity, then experience shows that we do better to compare the
dissimilar and assume necessity, i.e. hold the hypothesis that, despite undoubted differ-
ences, ‘the same thing’ is behind the appearances.

In this way we have not only defined the qualitative aspect of biological order but
have already taken the first step towards investigating it.
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2. The building blocks: identicality of individualities

We must now consider the so-called homology theorem which the specialist relies upon
as the backbone of the biological study of structure. This theorem is the essential part of
the principles of morphology. And the principles of morphology, again, are the basis of
comparative anatomy, systematics, and the study of evolution — especially of transpecific
evolution which considers phenomena beyond that of interbreeding organisms. The
homology theorem thus includes the epistemological basis for comparing living structures
which corresponds to the problem of identicality in biology.

The importance of the homology theorem for the whole of biological research can easily be
conceived. In some ways it corresponds to the causality theorem. Moreover, it is one of the oldest
themes of contemporary biology, so the literature is large. It will shortly appear, however, that almost
everyltI;ling essential was said by Goethe, among early morphologists, and by Remane, among modern
ones.

By contrast with the homology theorem, the individuality problem is so small that I can
deal with it at once. It is a question of specifying what shall be called a unit, a complex or
a system. This refers to units which are limited both structurally and functionally and
which can be recognized in large measure irrespective of their complexity. Examples are a
gene, a chromosome, a muscle fibre, the biceps, the nervous system, an individual of the
genus Homo, but also the call note of the reedling, the ‘aggression system’, an adenine
molecule or only a hydrogen bond. The limits of units can naturally lead to much
discussion but that is not our theme. It is sufficient that the units exist with the same
certainty as when we recognize the message ‘1 2 3 4 5°, under specified preconditions, as
arepetition of ‘12345’

The purpose of this section, therefore, is to try to solve the identicality problem. In
doing this I can draw on an extraordinarily wide range of biology — practically the whole
of morphology, anatomy, and systematics. However, I shall have to advance in three
different directions. First, homology is only a special case of biological identicality;
second, a quantification of the similarity can be sketched out; and third, and above all, a
quantification of homology and identicality can be suggested.

This quantification of homology and identicality is particularly important because doubts about
the objectivity of the homology theorem have recently been expressed. The discussion has produced
nothing useful but has undermined confidence concerning the fields of morphology and systematics.
The controversy begins with so-called numerical taxonomy and revolves about ‘weighting’, ‘reality’,
and ‘phenetics’ to which I shall return at the appropriate time. In the first instance it is necessary to
take up an objective standpoint.

A quantification of homology and similarity is not a precondition for my further conclusions. It
will, however, bring the benefits that go with clear definition.

a. The seven forms of similarity

[ shall now turn to textbook biology for help, since we have well-defined
preconceptions about the most important concepts of similarity.

The key to the similarity problem is the distinction between analogy and homology. In
plain English this means the separation of outward similarity from essential similarity, as
if the former had been added from outside, while the latter is thought of as lying in the
essence of the objects compared. Analogy depends on immediate, direct, and functional
comparison. Homology depends on logical operations where the comparison involves the
whole of relevant experience.

The result of this complicated mode of comparison is known to everybody and can be expressed
by saying: ‘That is nothing other than’ or ‘That finally turns out to be’. It is important to realize that
‘the first step in homologization exists in every naive inspection." % If it were otherwise, how would a
child be able to call an elephant’s trunk its nose, for externally it has little in common with a nose?
And how otherwise could children, like primitive peoples, arrive at classifications which are largely
correct?
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1. Analogies. These are structural similarities for which we have to suppose that
they arose convergently, i.e. from dissimilar origins. The mechanism which requires the
production of analogies is assumed to be that of adaptation to identical functions. The
criteria for recognizing analogy are the inverse of the criteria for homology (cf. Section II
B2a2). Analogy is the opposite of homology. Distinguishing the two is of the same
fundamental importance as distinguishing between accident and determinacy.

For our powers of insight into analogy it remains an accident which groups of tetrapods adopted
the whole sea as their dwelling space and adaptation space (whether ichthyosaurs, whales, or sea
cows). Or which grasshoppers were able to imitate a true beetle, which predatory fish to mimic a
harmless cleaner fish, which insect a leaf or flower, and which flower developed a female copulatory
trap for particular bees (cf. Figs. 3 and 4a-e).

The phenomenon of analogy will always remain a miracle, but ever since Darwin it has
ceased to be a problem. Selection explains it completely. However, the extraordinarily
improbable end products arise by the selection of minimal changes, for only these remain
viable. The end products arise as the effect of sequences of attempts of inconceivable
length. This is what is miraculous.

The concept of analogy, includes the only effects that can be predicted on the basis of
evolutionary mechanisms already known in the phylogeny of organisms. For, whatever
form of appendage starts to be used in swimming, it will become a paddle. Whatever
shape of body has to pass rapidly through water, it will become fish-shaped (Fig. 3).
However wonderful these complicated analogies may be, they are no longer problems.
The true problem in living order remains that of homology.

2. Homologies. These are structural similarities which force us to suppose that any
differences are explicable by divergence from an identical origin. Before the theory of
evolution, the ‘identical origin’ had to be imagined as a concordant ground plan or
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Cartilaginous fishes \ o%
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Fig. 3. Analogous occurrences of the fish shape and of the fin or flipper shape in
the phylogeny of the vertebrates. Note the convergence of the ichthyosaur and
dolphin flipper starting from the primitive tetrapod limb, e.g. Eryops. Compiled
from Riedl (1970), Romer (1966) and Schindewolf (1950).
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Fig. 4 a-e. Mimicry as an extreme form of analogy. (a) An orchid (Ophrys apifera)
forms a female copulatory trap for bees. (b) The praying mantis (I/dolum
diabolicum) mimics a flower. (c) A grasshopper (Phyllium pulchrifolium) mimics a
leaf. (d) Aspidontus taenatus mimics a harmless cleaner fish (Labroides dimidiatus).

(e) A young grasshopper mimics a true valiant tiger beetle. Mainly from Wickler
(1968).

‘Bauplan’. Nowadays it is interpreted as ‘common ancestry’. The mechanism which
enforces adherence to identical patterns, despite the severest variations and changes of
function, has not been causally explained. However, it is a chief factor in the order of
living organisms, and I shall seek to clarify it.

Remane (1971 p.30 ff.) distinguished three principal criteria (1-3) and three auxiliary
criteria (4-6) by which homology can be recognized. I shall quote him verbatim,
modifying only the nomenclature.

(1) The positional criterion. ‘Homology can be recognized by similar position in

comparable sytems of features.’ (Fig. 5a-j)

(2) The structural criterion. ‘Similar structures can be homologized, without reference to

similar position, when they agree in numerous special features. Certainty increases with

the degree of complication and of agreement in the structures compared.” (Fig. 6a-e).

(3) The transitional criterion. ‘Even dissimilar structures of different position can be

regarded as homologous if transitional forms between them can be proved so that, in

considering two neighbouring forms, the conditions under headings (1) and (2) are
fulfilled. The transitional forms can be taken from the ontogeny of the structure or
can be true systematically intermediate forms.” (Figs. 7a-f)
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Fig. 5 a-j. Differences in form of a homologous feature as exemplified by the
development of the temporal bone (not cross-hatched) from crossopterygian fish
to man. Note the form and position in f. From Gregory (1951).
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Fig. 6 a-e. Variations in position of a homologous feature exemplified by the
evolution of the gonads from amphioxus (Branchiostoma) (a) to the ungulates
(e). The gonads are shown black in the outline drawings and as triangles in the
diagrams. From Portmann (1948), supplemented by diagrams of the positional
relationships.
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Fig. 7 a-f. The importance of transitional forms for homologization, exemplified by
the evolution of the auditory ossicles (hammer, anvil, and stirrup) of the mammals
(e, f) out of the primitive jaw apparatus of the fishes (a, b). Without knowledge of
transitional forms (d) the identicality of the parts could scarcely be recognized.
Compiled from Braus (1929) and Portmann (1948).

(4) The general conjunctional criterion. ‘Even simple structures can be regarded as

homologous when they occur in a great number of adjacent species.’

(5) The special conjunctional criterion. ‘The probability of the homology of simple

structures increases with the presence of other similarities, with the same distribution

among closely similar species.’

(6) The negative conjunctional criterion. ‘The probability of the homology of features

decreases with the commonness of occurrence of this feature among species which are

certainly not related.’

3. Homoiology. This covers similarities of structure when they include both
analogous and homologous substructures. Homoiologues can also be called analogies on a
homologous base. The term homoiology is, however, misleading in that mixtures of
convergent and divergent courses of evolution cannot exist in individual single features.
The distinction between analogy and homology remains intact. However, the term is
appropriate in so far as many analogies are constructed on homologous foundations. Thus
the total vertebrate features of ichthyosaurs and whales are homologous, although the
fish-shaped outline imposed on these features is analogous. Likewise the basic plan of
their tetrapod limbs is homologous but affected by analogous modifications to form fins
(cf. Fig. 3).

4. Homodynamy. This refers to causes which result in homologous effects. Such
causes could also be regarded as commands that are followed in identical manner.
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The concept of homodynamy was formulated by Baltzer (1950, 1952) and since then
has also been applied to processes in developmental physiology, e.g. the effect of the
inductional commands going out from the optic vesicle to form a lens in the overlying
skin. In such cases it would not be justified to use the word ‘homologous’, for at present
the identicality can only be recognized secondarily by using the effect. (This subject is
illustrated by Fig. 65—67.).

5. Isology. This, on the other hand, is a similarity concept drawn from chemical
relationship. It is important to us as a way of specifying the limits of the homology
concept. According to Florkin'? (see also Fig. 8b): ‘The biochemical compounds,
molecules or macromolecules which show signs of chemical kinship, we shall call
isologues. Cytochrome, peroxidase, catalase, haemoglobin, and chlorocruorin exhibit this
isology, as they are heme derivates.” Isologues may be homologous or they may be
analogous, although all homologues are probably based ultimately on isologous
compounds. The distinction as to whether isologues are homologous or analogous is again

a matter of probability.
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Fig. 8 a-b. The homology of isologous giant molecules exemplified by the degree
of similarity of cytochrome c. (a) The phylogeny of the cytochrome ¢ molecule on
the basis of similarity. The numbers of mutations required to produce the changes
are inserted between the hypothetical branching points. (b) The position of the
58 amino-acid residues which are identical between yeast and man in the
cytochrome c sequence. Altered residues are replaced by dashes. From Smith and
Margoliash (1964), Florkin (1966), Dayhoff (1969).
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It would be meaningless to refer to inorganic molecules of identical structure as
analogous or homologous. For convergence and divergence have to do with ancestry and
inheritance. Where then is the limit between the concepts of homology and isology
among the organic molecules or organisms? Here Florkin,'? the expert biochemist,
reaches the same important conclusion as I shall do in anatomy when I give a quantitative
solution of the homology theorem. Concerning the almost unbelievable agreement of the
amino-acid sequence of the cytochrome ¢ of mammals and yeast (cf. Fig. 8a-b) he says:
‘Such a degree of isology is incompatible with chance effects.” Isologies of very high
accidental improbability can be recognized as homologies.

6. Homonomies. These are structural similarities or identicalities between the building
blocks of one and the same individual. The differences are thought of as divergences from
identical basic forms, several of which occur in the same organism. Examples are the
identicality of vertebrae, leaves, hairs, etc. Homonomy has also been called serial
homology.

Here again I follow Remane.' * However, he considers that homonomy is in principle different
from homology on the grounds that it has nothing to do with phylogeny. I do not agree that there is a
difference in principle. On the contrary, in the last analysis we are dealing with the same mechanism
which is of the same fundamental importance for the formation of order in living organisms — whether
such identical individualities become separated from each other to occur in different individuals or
whether they replicate within the same individual.

7. Symmetries. These can be of radial or bilateral form and affect the axes and planes,
not only of individuals, but also of their parts. For a long time they have not been seen as
connected with the identicality problem. It is easy to appreciate, however, that
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Fig. 10 a-h. Examples of serial, positional standard parts from nine levels of
decreasing complexity. The diameter in these series range from centimetre
dimensions (b-d) through millimetres (a), 100 um (e), um (f), and 0-1 um down to
an order of magnitude of 10 A (h).

homonoms within the same living body can show not merely identical structure but also
identical position. But such identical position of identical parts is symmetry, seriality, or
pattern. In short it is everything which, starting from the position of a structural unit,
makes everything else seem determinative and predictable with certainty.

Examples are the radial forms which range from individuals (in ascidian colonies)
through organs (as in coelenterates or flowers) cells (protists) to organelles (e.g. flagella)
and parts of organelles (e.g. of cilia) (see Fig. 9a-h). The same levels of complexity also
exist for seriality (Fig. 10a-h) extending from groups of individuals (cormidia of
siphonophores), through individuals (chains of salps), parts of individuals (segments of
earthworms), organs (polychaete legs), parts of organs (vertebrae) and cells (of the
notochord) to parts of cells (muscle fibres), part of organelles (cilia) down to the
molecules of the genetic code.

b. Homology and identicality

After this preliminary survey of the different types of similarity we can attempt the
first step in our synthesis. We assert that everything which can be recognized as similarity
is connected in some way with homology.

Thus analogy is the inverse of homology. Homoiology refers to a structure which
includes homology along with analogous substructures. Homodynamy is homology of
effect. Isology refers to similarity whose homologous or analogous character has yet to be
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decided. Homonomy is the homology of building blocks within one individual, while
symmetry, seriality, or pattern specify the positions of these building blocks relative to
each other. All similarity is the identicality of individualities. Only analogy, which masks
the principle, has a special position. For similarities are analogous on the basis of external
accidental decisions. All the other forms of similarity are similarities of ‘internal
conformity to law’, of superdeterminacy as I shall have to show. Homology is their
central form.

This last assertion should for the moment be taken on trust. This will help the linear development
of the train of thought, for I intend to examine the homology problem further after discussing the
characteristics of the identicality of structural laws. I shall then immediately re-examine in extenso the
principles so obtained.

I shall try later to develop an objective solution to the problem of identicality by
means of this central phenomenon of homology. Befere doing so I must examine two
important characteristics of homologues — their mutual arrangement and their limits of
occurrence.

1. The mutual arrangement of homologues. The term homologue refers to a
homologous feature of an organism. The mutual arrangement of homologues is in every
system hierarchical. This means that most homologues consist of subordinate features and
conversely that several combine to form a homologue of higher rank.

An example should be sufficient to show this convincingly. There is no doubt of the
homology of the vertebral column of, say, the mammals. It consists of cervical, thoracic,

Vertebral column

Ventral articular facet of
odontoid process

, Odontoid process
/ of axis ~~

M’!‘}

i JU

' CJf\f/Cerwccl vertebral

column

Fig. 11 a-f. The hierarchical arrangement of homologues illustrated by a hierarchical
series in the human skeletal system. The series consists of five cadre homologues
(vertebral column to odontoid process, shown as thickly drawn rectangles in the
diagram) and a minimal homologue (ventral articular facet of the odontoid process,
stippled in diagram).
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lumbar, sacral, and caudal regions. Again, taking the first of these, the neck regions of all
mammals are identical. Each neck region includes, as a rule, seven vertebrae and again
each one of the seven is homologous. The second, for example, is always called the axis (=
epistropheus) and is recognized in every mammal by means of the odontoid process
which, besides other things, distinguishes it from all other vertebrae. The axis again,
consists of neural arch, apophyses, and centrum, and the centrum consists of the main
part and of the odontoid process. Nobody doubts the identicality (or homology) of this
odontoid process in all mammals. But the odontoid process is again characterized by five
parts. Each of these is a homologue as, for example, the ventral articular surface. And the
entire vertebral column is only one of the homologous skeletal features of the group.

The same is true for the vascular and nervous systems, the muscular system and in
short of all homologues of the mammals and all other organisms. The universal
characteristic of all hierarchies can be recognized in the fact that each homology has
meaning and content only if, and when, the concept of next higher rank is first named,
and only when it possesses its subordinate concepts. I shall return to discuss exhaustively
the phenomenon of hierarchy as one of the four fundamental patterns of order (Chapter
V).
2. Cadre homologues and minimal homologues. Given this basically hierarchical
arrangement, homologues can be distinguished according to their rank.

I shall use the term cadre homologue for all those which provide the framework or
cadre for further subordinate homologues. In the above example this would be all those
homologues from the concept of the vertebral column down to that of the odontoid
process. They all have their own individuality because, although they differ in rank, they
can all be predicted with certainty (Fig. 1 1a-f).

For a vertebral column of middle degree of differentiation the number of cadre homologues can be
calculated as follows: 1 inclusive concept (vertebral column); 5 regions in the column; 7 vertebrae per
region (on average); 4 main parts of the vertebra per vertebra (on average); 5 subordinate parts of the
vertebra per main part (on average) = 1 +5 + 35 + 140 + 700 = 881 cadre homologues.

I shall use the term minimal homologue, on the other hand, for all homologues at the
bottom end of the hierarchical sequence — the minimal homologue in the example was
the ventral articular face of the odontoid process. They are characterized by the fact that
they cannot be further divided into subhomologues in their particular hierarchical
sequence. No homologues occur beneath them but only identicalities of a different kind.
This will be discussed in Section II B2h4. This lower limit is important because it limits
the number of individual homologues in every system and allows them to be counted,
given sufficient knowledge.

For the vertebral column in our example we count on average 5 minimal homologues for every
lowest cadre homologue. Thus there are 5 X 700 minimal homologues and 3500 + 881 = 4381
homologues predictable in total.

Now I shall define the limits of countable homologues. Three such limits can be
distinguished.

3. The limit at the individual organism. This individual limit is the easiest to describe.
If in the hierarchical system of homologues the single homologues are gathered together,
step by step, to form homologues of higher rank, then, wherever in the organism we begin,
we soon reach the concept of the individual organism. If we were to call two mammals
homologous we would be overstretching the concept of homology. But every summation
of homologies leads finally to the concept of the individual organism whose identicality
and individuality seem to be obvious, just because both concepts first arose by inspecting
the individual organism. Our supposition that homologues are identical individualities is
confirmed by summation.

4. The homonomy limit. This is reached on the other hand by progressive division of
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homologues and again with the same regularity. If we divide a minimal homologue into its
parts, as for example the ventral articular face of the odontoid process, then we reach
bone cells or Haversian columns. These are likewise identical individualities, but they are
represented by large or extraordinarily large numbers within the individual. And their
identicality is so great that within a type of homonom they are impossible to distinguish.
At this limit we pass from the individualities of the ‘anatomical singular’ into those of the
‘anatomical plural’ — from the individuality of the homologues into that of the
homonoms where again we do not doubt the identicality of the representatives of the
same type. Think, for example, of the similarity of the 10'* red blood corpuscles in a
man.

Naturally the anatomical horizon or level of complexity at which the limit between
maximal homonoms and minimal homologues is found depends on the differentiation
(and integration) which the group of organisms has reached. We always come upon
identical homonoms, however, when we subdivide the lowest level of organized
homologues.

In the lowest organisms this limit lies between homologous ultrastructures and
homonomous groups of molecules. In protists it lies between organelles and
ultrastructures. In lower metazoa with constant number of cells it lies between cells and
organelles. In other animals it lies between tissues or organs and cells. Ascending from this
level of organization the concept of homonomy applies to groups of organs and
metameres up to those individuals or even groups of individuals in colonies which by
integration in the colony has given up their freedom as individual organisms. All this will
be documented below. So also will the fact that the word homonomy can be applied in
the broadest sense for all identical mass individualities in the organism.

5. The uncertainty limit. This is the third limit to the homology concept. Not all
single structures of the organism that lie between the individual and its homonomous
constituents can be homologized unobjectionably or excluded as being analogies. There is
a zone of uncertainty, as might be expected from the homology criteria. Sometimes it is a
question of lack of insight (into structure, positional relationships, transitions or
conjunction). At other times a structure does not possess that degree of differentiation
and constancy that would raise it out of the anonymity of the homonomous mass as a
singular, unique individuality. Nevertheless the uncertainty limit is also well defined and
this is what matters.

Two examples each may illustrate these two types of uncertainty. Thus, to exemplify lack of
insight there are four groups of primitive worms which possess attachment tubes, but in comparing
these, both the first and third criteria of homology fail, i.e. those of position and transition. The
second criterion, that of structure, also has not helped up till now for these organs are too small to be
resolved by the light microscope.!* They await electron microscopical analysis. Again Xenoturbella
has remained a systematic problem animal, since it has too few special structures and too few
similarities with systematically adjacent animals (criteria 3-6).' © The homologies will be resolved only
by means of still undiscovered transitional forms or by the study of development.

To exemplify the difficulties caused by lack of distinctiveness, there is no doubt about the
homologies of the great blood vessels of man. However, the capillary vessels, lying at the extreme ends
of the system, form a huge anonymous mass of nameless homonoms. Between these two conditions
there is a narrow region of small terminal vessels which are at the limits of constancy and
identifiability. Again, in mammals the vertebrae are all specialized as single individualities. In fishes,
however, most of them are an anonymous uniform crowd. The primitive tetrapods include the
transitional forms.

6. The constancy in number of homologues. The numerical constancy of the
homologues of a system or an organism depends on the constancy of the three limits. All
three are probably in motion, moving slowly with the advance of differentiation and our
experience. This movement is slow enough, however, for us to be able to calculate the
total for each condition of development or of knowledge.
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The variations in counting homologues within single systems, or subsystems, or in
discussing interpretations, are small compared with the absolute numbers. A sceptic may
leave out half the homologues that another worker has defined, but even so the factual
differences from system to system lie several orders of magnitude beyond such
differences of opinion.

Homologues therefore appear as countable and identifiable, hierarchically arranged,
single individualities. They are bounded above by the total individualities which we call
identical individuals. And below they are bounded by the mass individualities of their
building blocks.

¢. Individuality and law content

Before continuing I should like to sum up the position which we have now reached. In
examining the orderly phenomena of life we have established enormous dimensions of
accidental improbability, i.e. of the predictability of determinative decisions.
Qualitatively we foresee patterns whose building blocks appear as always identical
individualities, meaning structures which seem to follow the same law. The caution
implicit in the last sentence is justified so long as we have not established how far this
supposition may, in fact, be correct, though everything seems to point towards it.

I shall examine this question starting from homologues, which are the most critical
points of structural identicality. My reason is that two identical individuals must depend
on identical laws and the same is true of identical cells, whether these are separate or
whether they remain together in the metazoan manner as identical building blocks. This
identicality of individual organisms or of homonoms is much more obvious than that of
homologues.

1. Event, feature, and probability. We can be fully objective in trying to judge the
reign of accident or of regularity if we make the distinction by comparing probabilities.
To be precise we compare the probabilities that a chain of events can be predicted by one
of the two ‘causes’ which are possible in the world.

The probability of the reign of law (7;), taking the number of instances into
consideration (P,), can be defined as determinative probability divided by determinative
plus accidental probability, all to the power of the number of disappointed expectations
(cf. equation 5): i.e. P, = P5/(Pp + P}). The accidental or indeterminate probability of
an event depends on the number of decisions that the system leaves to chance.

Such an event, like ‘heads’ in tossing a coin or ‘32’ in roulette, plainly corresponds to
what in orderly patterns we have called an identical individuality. For we are forced to
suppose, not only that the feature ‘heads’ represents a constant individuality, but also
that it is identical, whenever and wherever it occurs. The identical single event can thus be
equated with the single homologue.

Another question, as we have already seen, is how many alternatives the respective
single homologues could possess. There must be at least one alternative but there could be
several of them. In the first place, however, we cannot specify the number. I shall
therefore be generous and proceed on the minimal assumption. I shall suppose only two
alternatives as in coin tossing. The information will consequently be equal to one bit,
irrespective of whether the decision is accidental or determinative.

2. The decision content of the system. This can now be calculated from the sum of
the homologues that are found by applying the structural and positional criteria, i.e. from
the position-structure. I shall now proceed to prove this.

Assuming that every system can only have one probability we take the second
synthesizing step. The first step led to the conclusion that there was only one homology.
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But now I shall establish that there is only one criterion of identicality. Position and
structure (Remane’s first and second principal criteria) mean one and the same thing as
concerns the probability of the presence of identical determinative laws.

Our example of a hierarchical series of homologa in the vertebral column (cf. Fig. 11)
is sufficient to prove this. In the structural statement ‘cervical region of the vertebral
column’ the axis vertebra is the structural feature ‘between vertebrae 1 and 3’. But in the
positional statement ‘axis vertebra’ these same relationships to vertebrae 1 and 3 are
positional features within the cervical region of the vertebral column. In the structural
statement ‘axis vertebra’ the odontoid process is the structural feature ‘cranial to the
main part of the centrum of the axis and medial to the cranial articular surfaces of the
axis’. But in the positional statement ‘odontoid process of the axis’ these same
relationships to the main part of the centrum and to the cranial articular surfaces are
positional features in the axis — and so forth. Position and structure refer to the same
identical characters up or down the line along which homologues are hierarchically
arranged.

On the other hand the third or transitional criterion of homology (cf. Section II B242) simply
disappears in this connection. Thus if, in comparing A and C, a third object of comparison B is
introduced, then all the criteria of homology are valid for the comparisons AB and BC. Thus the
transitional criterion is inherent in the unified identicality criterion. This, of course, does not diminish
the importance of intermediate forms — indeed it increases it.

3. Features times number of instances. A third step in synthesis is to establish that
structural agreement is related to conjunction of occurrence as is a law to its instances, or,
more precisely, as is law content to the number of instances where the law applies.

Conjunction of occurrence is understood here in the sense of the criteria of homology
nos. 4-6 (Section II B242). It is thus understood as the occurrence of identical structures
in closely related species. We could also say in the sense of a conjunction with other
features that possess the same systematic distribution. In this connection we must
remember the precondition for recognition of law which is the repeated independent
occurrence of identical messages. And we also need to establish that a single occurrence,
even of the most salient feature, would not permit any homologization.

For what can homologization be compared with, when no comparison exists? How
would law be recognized without repetition? We see that homology corresponds to
something more than law content. It represents an order content or determinacy content.
This is law content times the number of instances or Ds,g;) = L a (cf. equation 18).
Thus a homology is a homologue times its various different occurrences or the law
content of the homologue’s position-structure times its conjunctional occurrence.

Dgyst) = Position-structure X conjunction of occurrence (cf. equation 18)

The sixth homology criterion is that of negative conjunction and is merely the
converse of the fifth criterion of special conjunction. The first, second, and fourth criteria
can also be formulated as reciprocals. They all define non-homology, i.e. analogy or the
unexpected if the reign of internal laws or determinative laws is assumed.

Seeing that the homologues of a system can be counted, the law content can be
derived from the structural and positional criteria while the number of instances is given
by the general and special forms of the conjunctional criterion. Two important values can
therefore be extracted. The first is the probability of the presence of determinative
happenings and the second is the order content (of determinative decisions), within which
law content and number of instances can be distinguished.
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d. Homology and order

No general solution can be expected here. On the contrary, what follows is merely a
preparation for a quantification of the homology theorem. It is worth remembering that
the solution of the problem of living order does not require the quantification of
homology but only the proof that homology really exists as a determinative condition. It
is this proof which is important.

However, the agreement with the quantification of orderly phenomena extends
beyond specifying the probability of the expectation of law. I stress this so as to develop
to its limits the basic thesis that: ‘Homology is determinacy’.

Apart from a few attempts, morphologists have abandoned the search for such a quantification.
Remane' ” says: ‘In principle it would be possible to make a more exact estimate. However, we are
still uncertain of the basis for assigning values to the various criteria. We do not know how to establish,
for example, how the value of the third criterion increases with increasing numbers of intermediate
stages, or how it should be estimated for ontogenetic and morphological intermediate stages. And we
are still uncertain how the various criteria mutually increase or decrease each other.” Consequently
Remane considers that only a very rough estimate would be possible.

This is a most remarkable prophecy and I can fully confirm its truth. I would merely add that the
third or transitional criterion disappears in a chain of comparisons, that the first and second criteria
(of position and structure) prove to be identical as also are the fourth and fifth (general and special
conjunctional criteria). Furthermore, criteria (1 + 2) and (4 + 5) complement each other as L and a.
For each case there is only one probability of determinacy and from this point of view only one
homology and there must therefore exist a single value for its estimate.

1. The estimate can relate to the usual bitsp or required determinative decisions if we
are certain of these. Alternatively it can relate to the quotient bitsp/bits; when we are
uncertain. I shall first consider the former and simpler case.

If we assume, as previously, that the occurrence of a homologue has an accidental
probability of % (only one alternative) then the improbability of explaining it in terms of
accident increases with the number of identically occurring instances of the homologue as
the power of 2. The determinacy content (in bitsy) increases linearly with this number.
And indeed both numbers are dependent on whether the law content increases or the
number of instances. For D = L + R (cf. equation 9).

As before, coin tossing can be used to illustrate a binary accidental decision. A little system with
five homologues can thus be represented by five coins while its particular structure is represented by
the defined position of these coins (e.g. all five are tails-up). The accidental probability that this
particular condition could occur at a single throw is 2% or 1/32. A system with ten homologues
reaches an accidental probability of 27' ° = 1/1024.

But the same values would be reached in another experiment in which the five coins are thrown
twice (@ = 2). The accidental probability that all will be tails-up in both tossesis 2 *** = 2 ' ® and thus
again 1/1024. This second toss, or second transmission of the identical message, corresponds to a
statement that identical positional and structural situations occur a second time independently.
Biologically speaking independently means, for example, in an independent genome, or in another
species.

2. The probability of law. We have already recognized this (equation 5) as the
relationship: P; = Pp[(Pp + Pr). When the event is certainly predictable assuming the
reign of determinacy then Pp =1 and P, = 1/(1 + P{). The probability that a constant
structure depends on determinative laws, i.e. that a true homologue is present,
corresponds to the quotient of unity divided by unity plus the accidental probability. If
accidental probability approaches zero then the quotient is approximately unity and our
certainty is very large. This probability increases as the power of each identical feature
and each identical repetition. Figure 12 illustrates this connection.

Position-structure (in bits;) and the number of identical systems (in 7 or @) have the
same effect on the attainable degree of certainty if these repetitions can be seen as
independent realizations, i.e. each depends on its own sequence of decisions.

For the completely impartial observer (who cannot exist among man) even the most closely related
member of the same species would represent an independent repetition. Also the decisions in two
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genomes are always separated from each other in space. But we have forgotten to be surprised that our
hands are identical to our father’s hands. Also we have learnt that the genome of one species is in a
state of perpetual mixing. On the other hand we are still surprised that homologues occur in totally
separated species such as the ‘fingers’ of a dolphin’s fin or a bat’s wing. In our calculations we can
therefore be generous again and regard one species as one repetition.

The great importance of repetition has already appeared twice independently as a
precondition for the recognition of law and in all the conjunctional criteria of homology.
We can again confirm Remane’s opinions by establishing that, in actual fact, it is small or
obscure law contents which specially require consistent repetition for us to be convinced
of their existence. On the other hand, suppose that our certainty of the conformity to
law of a system is confirmed in a thousand species, with a hundred identically conserved
homologues. Then the discovery of the thousand-and-first confirming species does not
appreciably increase our certainty, for it was already virtually absolute. The probability
of explaining the number of events by accident was already less than 10 3% °°% _ 3 value
with 30 thousand zeros after the decimal point. It does not signify if this number is
further reduced by another case.

Only the very simplest systems, with less than five supposed homologues and less than
five repetitions, have any appreciable accidental probability. But these would scarcely be
called homologous by an anatomist. With all systems of identical position-structure which
have greater complexity and constancy the certainty is extremely large to absolute. For
them we must conclude that determinacy reigns.

3. Law content and order content. Once their determinacy has been established, these
are easy to estimate. As shown in Fig. 12, the law content (L) of a system corresponds to
the total of its structural and positional homologues while the order content or
determinacy content (D) corresponds to the quantity of homology. This latter is the sum
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Fig 12. The probability of homologies, in the case where features are constant,
according to the formulae D = L . @ and P;, = 1/1 + P;. The accidental probability
(or uncertainty of homologization) decreases with the number of single homologues
and the number of speciés that show them. (a) = vertebral column of vertebrates;
(b) = nervous system of mammals; (c) = the nervous system of vertebrates; (d) =
nervous system of insects. In big systems like these the accidental probability
corresponds to a value with a billion zeros after the decimal point.
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of the homologues times the number of species (r or @) which show these with the same
position-structure (D =L -a; cf. equation 18). Thus L, as already shown, reaches
dimensions of 10* to more than 10° birs;. For example, for the osteology of the
vertebral column we have 4.4 X 103, for the locomotory apparatus 104 and for the
nervous system 7 X 10*. The number a, of species showing homologues, ranges from 10#
to 10® (mammals 10%, vertebrates 10°, insects 10®). Thus individual homologies (L-a)
reach orders of magnitude of 10® to 10'° bitsp . Their accidental probability (Fig. 12)
would be a number following some billion zeros after the decimal point.

As regards counting the number of homologues, I emphasize the three simplications that I included
by way of caution so as to avoid overestimates in all cases. First, the cadre and minimal homologues
are counted according to the structural criterion. For determining their position the homologa equal in
rank to the highest one considered ought really to be taken into account within the homologue of one
rank higher.

Second, I assumed that the identical minimal homologues consist of identical homonomous
building blocks. It is impossible to do otherwise, but the law content of the homonoms is thereby
excluded. The number of different types of homonoms involved ought likewise to have been
considered, since they are all homologous and their determinative regularity is particularly certain
because of their considerably increased redundancy content.

Third, up till now I have only considered identicality versus non-identicality of the supposed
homologues. Taking the single homologue as the smallest unit of information, with only one
alternative, justified counting it as ‘one’. However, if we took degree of proportional resemblance into
account, even assuming the same number of identical homologues, then clearly a further quantity of
information would be brought into the comparison.

In fact, therefore, the attainable certainties and order contents are even higher.

e. The problem of degrees of similarity

Before finishing this discussion of the forms of similarity, a second relevant group of
questions should be touched upon. Up to now I have discussed only the qualitative forms
of similarity, but naturally there are quantitative aspects also — the degree of similarity
within a given form of similarity.

The problem therefore is that of quantifying qualities. The main stumbling block is
that a solution becomes more difficult to reach as the object becomes more complex.

This can be seen in comparing two straight lines. Here measurement is unequivocal, so long as it is
compatible. But even with two triangles there are three lines, three angles, and a surface area to be
compared and we first need to establish which corresponds to which and what weight the parameters
should have. With irregular surfaces the possibilities for comparison become very numerous. With
organic structure they increase even more.

Consequently approximate solutions have to be adopted. The more precisely the
principles of comparison are defined the more reproducible the solutions become. And
the principles of comparison becomes more precise the more details they consider.
Obviously in considering analogies, such as the horn of a rhinoceros with that of a
hornbill or of a rhinoceros beetle, there is no sense in going into much detail. With
homologues, however, things are different.

We need this quantification of similarities only in dealing with homologues and I shall
consider it in the framework of the hierarchy phenomenon (Section V B1f) where it is
most needed (cf. Fig. 38a-f).

f. Freedom and necessity

Up to now I have only considered hoinologues that recur with certainty. This was
sufficient for a first estimate of the extent of law and probability of law. In a world of
accident and necessity, however, we must always expect the action of both. This is true
for homologues also, for these identical individualities likewise show variations. This is
because they now exist where once they did not, that they have come into being, that
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they can become widely distributed although they must once have been narrowly
distributed and they are subject to transformations.

Consequently even in constant systems there will be a certain measure of freedom, of
indeterminacy in a determinative framework. Patterns of different levels of freedom and
determinacy are the essence of evolution, and of natural order in general, and will be
dealt with in detail below. However, in the four basic patterns of living order which I
discuss later the levels of freedom and determinacy are as different as the four
mechanisms that cause these patterns. Consequently I shall also have to consider the
dynamics of freedom and fixation in the four chapters devoted to these basic patterns. At
present I shall only emphasize what all four have in common.

The ratio of freedom and fixation corresponds in expressions of probability to that of
accident and determinacy. And these two values specify the three crucial insights used in
the study of mixed systems, i.e. systems made up partly of accident and partly of
necessity. The first of these insights is the probability with which we expect the reign of
law P;, = Pp/(Pp + Pr); the second is the determinacy content D = log, (Pp/Pr); and the
third is the volume of experience Ip +D =constant (cf. equations 4, 8, and 17).

A simple example will show how these expressions apply. Imagine we discover three new species
and compare in them a supposedly homologous system with only four positional and structural
homologues, which we suspect are identical. Two of these turn out to be constant while two show
gaps in the expected conjunction. We can symbolize this by three tosses of the coins 1 to 4; we obtain
the following picture if we signify a positive result by H (heads) and a negative result, corresponding to
an absence or an alternative, by T (tails).

H1 H2 H3 H4 H1 H2 T3 H4 HI1 T2 H3 H4
For the whole system therefore:

1.P;, = Pp/Pp + P,. The probability of a determinative explanation Pp is disappointed in two
single events, 1.e. Pp = 1/4 (cf. Section I Ble). The opposite explanation in terms of accident (P), on
the other hand, is disappointed in four out of the six double events 0.25/0.25 + 0.0625 = 0.8. It is
therefore possible, but by no means certain, that we are dealing with identical regularities and thus
with homologues.

2. D =log, (Pp/Py) =log, [(1/4)/(1/4096)] =log, (4096/4) =log, 1024 = 10 bitsp. If the system
depends on identical regularities then it includes 10 determinative decisions.

3. The total experience in the current state of investigation contains 12 bits which, corresponding to
the not very great probability (estimated in 1), consists of 2 bitsy + 10 bitsp.

This shows the evidential value of discovering further, related species, discovering a positional
conjunction in additional cadre homologues, and of discovering that one of the features contains
additional minimal homologues. It also shows the uncertainty which makes estimates of 2 and 3
difficult; Pz = 0.8, D = 2 bits, total content = 1 bitsy + 2 bitsp, .

All this suggests that the potentialities of an organism in evolution consist in the ratio
of freedom and determinacy in its building blocks. This ratio of accident to necessity in
the individual building blocks specifies, by the interplay of all the hierarchically arranged
parts, the prospects presented to the organism by both accident and law.

I shall show that a dominant portion of structural conditions and of evolutionary
prospects has long been excluded from the effects of accident. This excluded portion
consists of the four basic patterns of organic order.

3.  The patterns of open questions: the identicality of regularities

Where are we then? We have found that the qualitative aspect of order lies in the first
place in the qualities of regularity — in the qualities of that component part of an
organism which in morphology is named the homologue. However, as we saw, the
identical individualities of repeated regularity exist not only one beside the other, but one
within the other, in a condition of mutual dependency each with its respective individual
history. Biological order consists not only of regularity in the component parts, but also
in their arrangement — we can anticipate this from what has already been said concerning
this arrangement.
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Indeed, regularity of component parts would have no meaning without regularity of
arrangement, nor vice versa. Our nature makes us think linearly and therefore it seems
necessary to us that the identicality of the building block is a precondition for the
identicality of their arrangement. But in fact it is only a precondition for deducing this
arrangment. We are convinced of the identicality of homologous parts by accidental
improbabilities so large that they are impossible within this Universe. We can therefore
now start to consider the identicality of their regular arrangement.

What types of regularity do we need in order to describe the patterns that the building
blocks make up? Can these patterns be distinguished and counted? Or am I constructing a
problem so as to be able to solve it? I shall have to deal with all these open questions.
Some of them have not been obvious previously. Most, however, have long been known
and are as old as the theory of evolution or indeed as old as thought about the laws of
living structures. These old questions, in fact, are so fundamental that they amount to the
problem of transpecific evolution itself. This problem is the perplexity remaining when
we consider the laws of phylogenetic development, whose products we are ourselves.

I shall discuss these open questions in connection with a first look at the
above-mentioned patterns formed by the building blocks — the four patterns of the
standard part, hierarchy, interdependence, and traditive inheritance. For the four open
questions are all consequences of the four patterns of order, being instances of these four
laws whose causes we shall seek and find.

It is the most surprising result of this study that the open questions of phylogeny
constitute the four basic patterns of organic order.

a. The standard part

The first pattern of organic order consists in the universal occurrence of standard parts
or units (Normen in German). These exist in a limited number of types but in an
unlimited number of identical replicas (definition in Section IV A). It is characteristic of
these parts that they range in dimensions and complexity through more than two dozen
orders of magnitude from the biological molecule through the single individual to the
colony. They are less like the symbols of an alphabet than like those of algebra which can
precede brackets of unlimited content. They are arranged hierarchically within one
another as explained in Section II B35.

Of the four basic patterns of biological order this is the only one which, even in its subordinate
aspects, has not previously been recognized as a problem in the biological literature. All the others
have been swept by argument and in fact constitute the controversies of biology, both ancient and
modern. This peculiar fact may be the reason why the total problem of the nature of biological order
has not long ago been solved. The standard-part pattern is the entry point into this complex of
questions. I therefore have double reason to be precise.

1. Complexities. The universal concept of the standard part in biology therefore has
to be developed here for the first time. This is because the identical individualities are not
only very diverse in extent but also vary greatly and, what is most confusing, are
separated from each other in space to very different degrees. Pairs of identical molecular
sequences, ribosomes, cilia, cells, organs, metameres or brothers seem at first to be so
different from one another that even my meaning will not immediately be understood.

I must therefore point out, in the first place, that there are three levels — lower,
middle, and upper, in this sequence of ascending complexity and with each level the
identicality of similar individualities is self-evident.

The identicality of two genes of the same type is self-evident since one can be derived
from the other as if by matrix subtraction. The identicality of two cells is also
self-evident. For by identical subtraction from the matrix of their possibilities everything
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is suppressed except, say, the features of a striated muscle fibre. And the identicality of
siblings is particularly convincing in the example of homozygotic twins. Our feeling of
conviction is supported, in the latter case, by knowing the replication mechanisms.

However, there is no reason to doubt the identicality of the corresponding gene
complexes whose decipherment produces the morphologically identical components from
large molecules to organelles. Nor is there reason to doubt the identicality of the
corresponding cell complexes whose genetic possibilities are directed to produce
morphologically identical components ranging from tissues to metameres. We shall later
recognize the matrix mechanics involved in intermediate dimensions of component parts
and convince ourselves of the identicality of the determinative decisions that produce
them.

2. The individual and the problem of individuality. In the ascending sequence of
individualities three levels can be recognized as regards the way in which the
individualities separate from each other. These differences in mode of separation likewise
make it difficult to see the problem of biological identicality as a single whole. The three
levels of separation, in ascending order of complexity, are cell divisions, reproduction, and
speciation. These themselves seem to be very different.

Here, however, we are dealing with total commands which consist of determinative
statements and form a gradual changing continuum. In cell division the ‘punched tapes’
on which the commands are recorded are replicated individually and they separate from
each other, but the individuals that carry them remain adjacent and share common fates.
In reproduction the punched tapes are again identically replicated and they separate, but

Cell division Reproduction Speciation

b

a

Notochordal cells Races of perch

(vertebrae) ‘ %l",,
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Fig. 13 a-d. The levels in the separation of identical individualities. The thin arrows
show the branching of the paths of identical determinacy content. The broad
arrows show the higher ranking frameworks of individuality which recur as
branching paths of determinacy (thin arrows) in the frameworks of next higher
rank. (a) Identical individualities in the cell; (b) between cells and individuals;
(c) Identical individualities of individuals; and (d) of phyletic groups.
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traditional concept ‘individual’ applies is shown black. Their marginal regions, with
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so do their bearers (Fig. 13a-d). However, there is no breakage in the exchange of
commands between these punched tapes. The bearers can expect that the bases of
command will remain connected. In speciation there is a separation of the punched tapes.
These are replicated almost identically at first, but there is also a cessation of the
exchange of identical commands. The total fates become separate.

In actual fact the system of levels of types of separation is even longer than this. Below cell division
the punched tapes replicate but do not even become spatially separate. The so-called polytene or giant
chromosomes are an example of this being bundles of from 10° to 3 X 10° ‘punched tapes’, all of
them probably absolutely identical. Above speciation, on the other hand, the identicality of
commands gradually breaks down which eventually excludes the possibility of forming homoiologies
— the analogous reactions of an identical inheritance to identical conditions.

These three levels in mode of separation emphasize the three limiting cases of
individuality which are the cell, the individual, and the species. These limiting cases tend
to mask the continuity of the phenomenon of identical individualities. Nevertheless, there
are, in the strict sense, no superindividualities. One could say, perhaps, that every
individuality in the long, hierarchical sequence of complexity is a superindividuality with
respect to the subordinate individualities as explained under the hierarchy. The individual
is a special case within this sequence of complexity (cf. also Fig. 14). For in the first place
all three limits, whether of cell division, of reproduction, or of speciation are imprecise
(Fig. 13a-d). And, second, the concept of the individual applies over many levels of
complexity (Fig. 14).

Concerning the imprecision of the limits, the speciation limit can be seen as applying ‘too late’
when species unite to form hybrids. The reproductive limit applies too late when individuals fuse or
fail to separate so forming colonies, or in the attached growth of male dwarfs. The cell-division limit
applies too late when cells fuse, or fail to separate and form syncytia. On the other hand the species
limit applies ‘too early’ in polymorphism or caste formation. The reproductive limit applies too early
when cells, cell groups, organs or segments (proglottides) separate off as individuals in the various
forms of asexual reproduction. And the cell-division limit applies too early, when parts of cells or
incomplete cells lacking the ‘punched tape’ survive for a certain time, as with the erythrocytes of
mammals (Fig. 14).

Concerning the applicability of the concept of the individual over several levels of complexity,
individualities can be recognized lower than the cell concept as, for example, viruses or possibly
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mitochondria. Between the concepts of the cells and the individual we can recognize as individualities
those tissues (e.g. buds), organs (e.g. sporangia), organ groups (eudoxia) or segments (proglottides)
which are not complete individuals because of specialization in the colony or incomplete division.
Above the species concept we can recognize as individualities such indivisible agglomerations of species
as in lichens, for example (Fig. 14).

3. Homomorphs and homologues. The third seeming difficulty that might argue
against a unitary individuality concept is the number of identical individualities per
individual. Homology signifies identicality from species to species within affinity groups
while homonomy is identicality from organ to organ within individualities. However, all
homonoms would be homologous when compared from species to species. Consequently
the only difference between homologues and homonoms is the number per individual.
And it would be absurd to construct a difference of principle on this basis.

For example the identicality of the breasts of a woman with the udders of a mammal is not altered
by the fact that they are only a single pair (as a rule).

The identicality of the genital apparatus of a giant tape-worm is not altered by the fact that it is
developed not singly but several times, indeed several thousand times, for the animal reaches a length
of 60 m.

It is only the look of the phenomenon and the phylogenetic consequences which are
different, as Remane'?® already pointed out, but to that extent the concepts of homology
and homonomy can justifiably be distinguished. In particular the homonomy concept has
classically been limited to larger structures. However, our probabilistic definition of
identicality allows us to extend the homonomy concept to the tiniest organs and cells,
down to ultrastructures or indeed giant molecules. To avoid stretching the classical
concept of homonomy this totality of homologues represented by several or many
examples per individual can be described as homomorphs — this word has not been
overloaded by usage and signifies ‘like in form’.

It was probably intended that the limits of homonoms in the classical sense would lie within the
range of the optical microscope. For the number of positional or boundary features of a homonomous
ossicle, for example, is less by several orders of magnitude than the features revealed by ultrastructural
research for a striated muscle fibre or a cilium, or by biochemistry for a giant molecule. This is even
more _true for the total number of conjoined features which for cells and giant molecules reach 1054
to 10>° per individual.

4. Anatomical singular and plural. We thus find identicality of individualities, i.e. a
dependence on identical determinative decisions, in a field that includes all living
structures. This field extends to the limits of uncertainty of our probabilistic definition.
It is a single field of decipherment events and extends from the smallest identical pieces
of genetic code up to whole ‘manuscripts’. It is indifferent to whether these occur as
‘anatomical singular’ or ‘anatomical plural’. It is also indifferent to the fact that the
anatomical singulars, or homologues, are dealt with under morphology, anatomy, and
systematics, whereas the anatomical plurals or homomorphs are found in the textbooks
of cytology, histology, ultrastructure, and biochemistry.

There is an extraordinarily large number of these building blocks which are known to
be standardized individualities and are therefore predictable. In Section A of this chapter
I discussed these qualitative orders of magnitude. In man, for example, we can predict
10° to 5 X 10° individual homologues which correspond to the law content, and up to
102° or 10?! identical homomorphs, corresponding to the redundancy content. This is
an order of magnitude of from 10%° to 5 X 10%° standard parts (i.e. a number with 26
zeros!).

Furthermore, it has been shown above that this number of standard building blocks
closely approaches the determinacy content calculated from and required by molecular
position. It must be remembered that, so as to be generous, I counted only one single
alternative per standard part, i.e. 1 bifp so as never to overestimate the determinacy
content. This leads to an important result. For § X 10%® standard parts, because of this
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simplifying assumption, could well represent more than 5 X 102 bitsp . As research into
total structure advances we might reach values of 2 X 10%5 to 2 X 10?2 bitsp. In the
present connection this signifies that organisms must be built up almost exclusively of
standard parts.

5. The standardization of structure. This thus appears as a fundamental pattern of
organic order and must depend on an equally fundamental mechanism or indeed be
required by this mechanism despite the most various adaptational necessities. It is not at
first sight obvious why Nature builds exclusively with standard parts, when
standardization is not at all the aim of evolution, but merely its resultant event. A
biologist will already be able to see the mechanism but it can easily be explained to the
layman also.

6. Standardization of position. This would also be expected, especially for standard
parts occurring in huge numbers.

Classical morphologists repeatedly began with the principal positions, axes and symmetries in
organisms. These seemed to them to be basic and unifying and, as we shall see, in this they were
entirely right.

The positional determination of molecules, from the individual molecules of the
genetic code up to the giant molecules, can be understood from the laws of chemical
combination. Concerning that of chemical ultrastructure and organelles, too little is yet
known. The positional determination of the levels of complexity, ranging from cells to the
great symmetries and axes of the metazoans and their colonies, is described by gradients
which always act on the standard building blocks of the level in question. I shall later
point out a unifying principle for these gradients also.

A close and necessary connection with the next pattern of order, i.e. hierarchy, can
already be recognized. In practical terms they are the same thing. The relationship is like
that of a letter of the alphabet to grammar, of a symbol to algebra, or of words to syntax.

b. Hierarchy

The second basic pattern of biological order is that of hierarchy. It consists in the fact
that all the standard building blocks of living structures are fitted inside each other in a
system of frameworks which mutually require and determine each other. There is a
striking similarity to the hierarchical system of our conceptual thought and in this fact
the problem lies (definition in Section V A).

A survey of the individual problems which derive from the basic pattern of hierarchy
is simple. By contrast with those connected with standard parts, most of them have long
been seen by biologists, have been argued about, and mostly recognized several times. To
start with I can therefore limit myself to showing that five problems, although they all
look very different, are all derivatives of the phenomenon of hierarchy.

1. The reality problem. 1 begin with the most basic problem. The question is how we
can believe in the reality of order when it corresponds so completely to the way in which
we order our thought. Do we not need to suppose that this order has merely been
projected by us into Nature? It is already obvious from Fig. 14 that no single concept,
out of the ten levels from biological molecule to individual, can exist without containing
all the subordinate ones, nor outside the totality of the higher-ranking ones. And we shall
see later that above the individual there is a further sequence of levels of systematic
concepts. The identicality of the individualities cannot be doubted, nor can their
hierarchical order. As soon as I have shown the necessity of hierarchy I shall have to stand
the problem on its head and ask: How is it that our thought repeats the hierarchy
principle?

2. The homomorphy problem. This is the only one which, like the phenomenon of
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homorphy itself, needs to be formulated for the first time. It is implied in the question:
How can we understand the limited number of types of homomorphous standard parts
and their extraordinary constancy? Hidden in this question are a whole group of
problems, not all equally obvious but all unsolved.

One of these problems is the discrepancy between the theoretically immeasurably large
number of possible combinations of organic building blocks, on the one hand, and the
very much smaller number of species realized. This is a biophysical problem. In
evolutionary theory it has repeatedly been asked whether we must assume some inner
principle or, from a different viewpoint, a basic plan for phylogeny, so as to explain this
puzzle. The connection with hierarchy has remained totally hidden.

These problems will turn up again when considering the constancy phenomenon — a
condition of superdeterminacy which is a necessary consequence of hierarchical order.

3. The homology problem. This has been the subject of an increasingly sharp
controversy over the last twenty years. One side asserts that comparative anatomy is
impossible without ascertaining homologies. The other side says that homology is a
thought construct which is not taken out of nature, but thought into it, and is therefore
worthless. They argue that no mechanisms are conceivable which would cause the
persistence of homologues. For all genes have virtually the same random chance of being
changed.

This appears to be a very conclusive assertion, able to bring the whole of classical
morphology down with a crash. But the answer is equally clear and basic. Homologues are
fixed simply in so far as they carry a hierarchical burden.

This burden is reckoned, as I shall show, by the number of features (or of their
determinative decisions) which have become dependent on a homologue in the course of
evolution. I shall not anticipate further.

4. The problems of morphotype, ground plan, and weighting. These constitute the
converse of the above-mentioned first consequences. If the homology theorem is
vulnerable then the notion of morphotype, i.e. the generally applicable characteristics of
an affinity group, becomes a Platonic idea and morphology ceases to be a science. At the
same time the ground plans of groups of organisms become fictitious and the weighting of
features, by which an experienced worker judges affinity, becomes mere prejudice.

As against this I shall show that the position and burden of homologues determine
their degree of fixation, and this latter determines morphotype and ground plan and also
the assigned weighting.

5. The problems of biological classification and of systematics. These are indirect
consequences. If morphotype, ground plan, and weighting were unscientific, then so also
would systematics be, and also the concept of a natural classification as being
self-contradictory. Beware the avalanche of false consequences!

In actual fact, however, all the premises on which natural classification is based are
correct. Indeed they are causally required. There is therefore no need to abandon the
study of phylogenetic affinity, which is one of the most remarkable syntheses in human
thought, but rather we must gain insight into its causes. Indeed, the problem should be
stood on its head by asking how morphology, without knowing its own causal
foundations, could produce the correct synthesis which natural biological classification is.

6. The hierarchy of features. There is, therefore, a universal basic pattern of order. If
so, it must be penetrated by an equally universal mechanism acting against the manifold
adaptational demands which the environment makes on the organism. In the last analysis,
not even the antagonism of analogy and homology can be understood without this
mechanism which I shall explain in Chapter V. It has the same cause as the
standardization of parts and depends on the same necessity.
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¢ Interdependence

The third pattern of order can be called interdependence. It consists in the mutual
dependences of features and of the determinative decisions that form these features.
These mutual dependences extend beyond those of sorts of standard parts or of
hierarchical sequences. Mutual dependence is so universal that an interdependent feature
has no meaning without its partner and would produce no meaning. This is like the
contents of human concepts (definition in Section VI A).

A number of much discussed questions turn out to be sub-problems of the
interdependence phenomenon. I put them into three groups.

1. The problems of single connections. These include the coadaptation problem,
corresponding to the question: How is it that features of different phylogenetic origins
develop in nice coordination with each other? The interdependent connection is obvious.

2. The problems of directionality. These are the problems of trend, orthogenesis, and
typostasy as well as that of Cartesian transformation. These are four forms of the same
problem which is based on roughly the following controversy. One side says that the
directionality of evolutionary paths is so obvious that the mechanism of mutation plus
selection cannot explain it; instead an internal regulator of evolution must be discovered.
The opposing side says that there is no directionality but mere tendencies at most; these
are nothing special and no inner principle has yet stood up to examination.

The connection with interdependence is probably not yet obvious. It will immediately
become clear, however, when we remember that different features have different degrees
of freedom, i.e. variations are tolerated to very different extents. This fact requires
directionality in itself. But this requirement is strengthened when mutual dependences
arise as necessary results of the coordination of determinative conditions.

3. The problems of coordination. These follow naturally. They all concern the same
miracle — the functional directionality that aims at the ‘complete organism’. They are the
problems of regeneration (and asexual reproduction), of regulation, of homoeosis and of
the organic nexus.!® The recurring basic question is: The structures of organisms display
an extraordinary degree of balance and purposiveness; how can we explain this without
supposing some unknown internal regulator?

Interdependence thus likewise turns out to be a form of order penetrating the whole
organism. It ranges from the control of the adaptational possibilities of individual features
to that of phyletic groups of organisms and from the regulation of single dependences to
the harmonious picture of the whole individual. The mechanism that results in
interdependence is similarly universal.

The pattern of order produced by this mechanism is fundamental enough but cannot
be made visible in the same manner as the standard part and the hierarchy. It is, as shown
later, a four-dimensional ‘Gestalt’ along a time axis. It can, however, be seen along
all possible time axes from the minutes-long axis of physiological regulation to the
billions-of-years-long axis of evolution. But dynamic phenomena are no less real than
static ones. Many of them are merely longer lived than their observers. Thus the orbit of
the Earth is no less real than the planet Earth which follows it.

In the same way the fourth and last basic pattern of organic order is also a
four-dimensional phenomenon, although its time axis is much simpler and easier to
understand. Indeed it is so closely related to interdependence that it could be called
successive interdependence as opposed to simultaneous interdependence. I shall name it
traditive inheritance.
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d. Traditive inheritance

The order pattern of traditive inheritance again consists in a universal connection. This
shows itself by the fact that no organic structural condition is conceivable without its
predecessors (definition in Section VII A). The pattern of traditive inheritance therefore
depends on the fact that all structural conditions represent sequences of coordinations.
This, once again, is so necessary that no temporary condition would have meaning
without what it produces, and no end condition would be possible without all its
predecessors. In the same way the sequences of letters ‘padre’, ‘Vater’, ‘father’, and ‘pere’
are constant in meaning but different in form. This discrepancy can only be understood
by chains of scarcely noticeable changes from the common Proto-Indo-European sequence
‘pater’. There is obviously a whole group of relevant subordinate aspects to be mentioned,
especially among the open problems of physiological and morphological embryology.

I must emphasize that this basic pattern of traditive inheritance has, of course, already been
recognized as a connected whole. Schrodinger’s order-on-order principle?® clearly means the same
thing, although referring mainly to the physical aspect. Shrodinger’s synthesis, which is already a
generation old, has been held in respect. In this point, however, it has never been built upon so far as I
know.

The individual problems are again very various. Indeed at first sight it will seem
doubtful that all (as I shall show) can be seen as derivations of the traditive inheritance.
There are about a dozen such open questions. I shall briefly survey them, grouping them
according to five main types of connection with the phenomenon of traditive inheritance.

1. The problem of old patterns. This includes those phenomena known to the
biologist as atavism, vestigialization, and neoteny. They all have in common the question:
How is it that archaic character-states are so stubbornly preserved in organisms, or indeed
retroactively re-established? In atavism it is bygone conditions taken from phylogeny
which are re-established, e.g. a little tail in man or four nipples. In neoteny the
re-established features are taken from embryonic development, being larval features
occurring in adult organisms. In vestigialization there is no unanimous explanation for the
obstinate persistence of features which seem to have long been functionless.

2. The recapitulation problem. This unites two questions: Why is it that conditions
passed through in phylogeny are repeated during embryonic development (Haeckel’s
biogenetic law)?*! And why do the ‘building instructions’ of related organisms show the
same degree of relationship as the organisms themselves? By ‘building instructions’ I mean
the pattern of biochemical compounds which, in the embryological development of
organisms, are required by every structure so that differentiation will be correct in time,
form, and position. The similarity of the places from which these commands proceed is
the so-called induction pattern. The similarity in the effects of the commands constitutes
the problem of homodynamy.??

I shall later discuss these problems in detail, especially as they can all be explained as necessary
results of traditive inheritance which itself is necessary. At this point [ have merely listed the problems
connected with traditive inheritance. In one respect, however, [ must anticipate: long-accepted facts
come to seem self-evident. Haeckel’s law, of the ontogenetic recapitulation of phylogenetic stages, has
been confirmed by more than one hundred years’ unmixed success in the study of relationships, so
that to us it is self-evident. However, even the highest degree of unanimity about a law gives no
indication of its causes. We have merely learnt to live with the unknown entity or to accept
pseudo-explanations such as: ‘Nature does not make jumps’ or ‘Everything shows its own origin’. No
doubt there is much truth in folk wisdom, as this shows. But science must explain its own laws by
necessities, not by proverbs.

3. The problem of the irreversibility of phylogeny. This belongs here also and can be
expressed by the question: Why are homologues, once lost, never formed again??® A
dolphin’s fin is no longer a fish’s fin, however alike they may be in external appearence.
The ‘calling back’ of old patterns, so long as they are preserved in the archives of
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inheritance, must be expected. Just as a pattern no longer in the archieves will, because of
the effects of accident, never be produced again. Such a resurrection would be
inconsistent with our stochastic definition of homology.

4. The problems of the switching-on of complete patterns. These are the centre of the
complex of problems that the traditive mechanisms needs to explain. I must state here,
however, that I summarize the problems knowing what the solution is. In the specialist
literature only particular single problems are recognized. These look at first so diverse
that even to summarize them (as is important for the argument) requires a brief glance
forwards. All the problems listed here have one question in common: How can whole
complexes of meaningfully interconnected determinative decisions be switched on by a
single mistake in giving out the genetic commands?

The matter is particularly interesting for another reason. This mistake in the commands
may depend on a mutation, i.e. on a mistake in punching the genetic punched tape.
Equally it may be a so-called phenocopy, i.e. in a certain sense a copy of mutational
change. This happens by experiment when a mistake is introduced into the commands
transmitted during development. Indeed, such mistakes in transmission may be
introduced into the system without our intervention, as sometimes happens, for example,
in regeneration. I shall discuss these natural mistakes first.

Heteromorphoses. These raise the question: How can it be that in the mistaken
regeneration of an organ, a meaningful structure of the wrong type arises, instead of a
mere medley of features? An example is the replacement in a crab of a lost antenna by
a biramous limb. Virtually the same problem arises when the mistake in development is
caused by experimental disturbance. This is called a phenocopy, e.g. the doubling of the

thorax with almost all its external homologues in the fruit fly Drosophila.**
The doubling mechanisms which lead to the formation of complicated systems are no less
astounding. Examples are double-headed calves and doubling of the legs of beetles.

Homoeotic Mutations. These present the problem in a very similar way. It is a question of
a single mistake in the genetic punched tape with complex, self-regulatory, meaningfully
balanced consequences. The question is: How can single mistakes produce a
self-maintained purposiveness which is wrong in position or number? Examples are the
replacement of antennae by small legs®>S or of a haltere by a wing.?® Such regulative
mutations are also called systemic mutations. This name is a good indication, as I shall
show later, of what really is behind them.

Spontaneous atavism. In a certain respect this is a special case of homoeotic mutation
such that a stage which the mutant organism has passed through in phylogeny appears
again in the correct anatomical position. The particular question is: How can a single
mistake in the genetic punched tape cause a complete bygone structural pattern to
appear. An example is the three-toed mutant of the domestic horse.

5. The problem of the morphotype of a natural group in its genetic aspects. This
problem, lastly, corresponds to the totality of the single problems in physiological
embryology mentioned above. The concept of the epigenotype, being the sum of
mutually acting gene effects, tacitly assumes the reign of comparable and thus related
traditively inheriting principles. The archetype problem, as formulated by Waddington,?”
approaches even more closely to a synthesis of the problem of traditive inheritance. It
contains the hypothesis that there can be only a limited number of types of epigenetic
system, each corresponding to a major phyletic group.

This points the way to a new formulation of the problem of the morphotype of a
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group. The morphotype is a phenomenon which we already recognized in morphology as
the central focus of all the various interconnections, although its reality has recently been
doubted.

Traditive inheritance, the fourth pattern of order, therefore acts as universally as the
other three. It extends over all grades of complexity from the sequential dependence of
single gene effects to the ‘orchestration’ of whole epigenetic systems, or from individual
features up to the developmental types of the great taxonomic groups. A corresponding
mechanism, equally universal in its action, must be found which can establish this basic
pattern. This mechanism must be able to extend the pattern of traditive inheritance into
every side branch of the organic world.

4. The interconnections of the patterns

At this point the reader may ask why, if we are speaking of universal patterns, there
should be four of them. This is of more interest than to know whether there might be a
fifth pattern or even still more. Such extra patterns would not be surprising, for in this
first attempt at a synthesis in the field of general patterns of order, it is certain that some
things will remain undiscovered. The important question, rather, is why the structures of
life on earth are ruled by such different-seeming lawgivers as the standard part, hierarchy,
interdependence, and traditive inheritance. Where is the higher lawgiver which would
explain this differentiation into four?

The four basic patterns form a unity, just as the problems within each of the four basic
patterns (as just listed) can be seen as subproblems of one of them. These subproblems
are instances of a law, just as the basic patterns are themselves consequences of one
principle. This principle can be referred to as that of mathematical or geometrical
symmetries. All such possible symmetries are realized in fact.

The proof of this assertion will be given in Chapters III and VIII. In Chapter III it goes
with an explanation of the mechanism that necessarily produces the four basic patterns.
In Chapter VIII (Section VIII B7f) it is discussed on its own. In the present section it still
remains to explain the structural connection of the four patterns (Fig. 15).

This complicated scheme of presentation is needed because I am near to the limits of familiar ideas.
I wish to produce conceptions which do not generally exist. The thing in itself is not otherwise
difficult, as will be obvious when I have described the mechanisms (Chapter III). Every universal law is
simple. It is only the instances that are complicated.

As already mentioned the connection between standard part and hierarchy is like that
between a letter of the alphabet and grammar, between a symbol and algebra, or between
a word and syntax. The ‘meaning’, so to speak, of the one determines the other. Of
course the grammar of various languages using the same roman letters can be as different
as Cyrillic, Greek, or Latin scripts applied to one and the same language. But a word
results only from the hyper-system: letter-grammar. Standard part-hierarchy could be
compared, perhaps, with rank, quality, content, or structure.

The connection between interdependence and traditive inheritance, on the other hand,
I have compared with simultaneous and successive interdependence. This could also be
expressed as condition-history. Once again there is a hyper-system which only produces
its ‘meaning’ when it includes both types of content. Interdependence-traditive
inheritance could be compared with connection, position or function (though this would
not be more than a comparison).

The total connection (of standard part-hierarchy with interdependence-tradition) is
the most interesting of all, and as simple as the others. Standard part-hierarchy on its
own, as Fig. 15 shows, does not define a unique connection, for within the various ranks
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Fig. 15. A symbolic representation of the four basic patterns of standard part,
hierarchy, interdependence, and traditive inheritance. Standard part-hierarchy
and interdependence-traditive inheritance are represented also, as combination
stages towards the total pattern. The origin along the time axis (z) of the three
contemporary parts of the pattern is shown under traditive inheritance.

the connection would be arbitrarily variable. And connection between such undefined
contents would be empty. The total connections form a whole, and the four basic
patterns are its parts. They are like contents-connection or structure-function (though
again this would be no more than a comparison).

However, in this summary I only need to show that the four basic patterns also form a
unity in structure and function. This unity is a whole whose necessity remains to be
explained.

Before taking this step, however, the problem must be approached from a second
direction. Up till now I have considered what explanation could be expected of what
pattern. Now I shall discuss the total problem, which equally requires solution.

C. BIOLOGICAL ORDER AS A PROBLEM

The real problem of biological order is the epistemological situation of pure
morphology. Because of the truly inconceivable complexity of biological order, the
causality concept of morphology is far behind that of the experimental biological
sciences. This is so true that the controversy about whether pure morphology and
comparative anatomy constitute a science (i.e. a causal science) has been broken off.
Their study and teaching has begun to be throttled so that these huge areas of knowledge
are being abandoned. This is despite the fact that one of the most profound discoveries of
mankind is rooted in them — the knowledge of relationships and descent which, beyond
all other areas of study, clarifies the position of man in Nature and the prospects of his
survival.
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Pure morphology possesses no causality concept, although such is rightly demanded of
every natural science. This is the essence of the problem whose general solution I am
seeking. Everything else is merely consequential.

All that, however, is exceedingly general. The reader will again suspect that I have
invented a problem so as to solve it. Let me therefore be more concrete. The concrete
aspect of the problem consists precisely in the three dozen questions listed in the
preceding section to illustrate the patterns of order. Without doubt, therefore, the
problem is both wide-reaching and already recognized.

It is evident that, behind each single problem, there stands the question of causality.
Unlike most natural sciences this question relates, not to how the causal nexus is
constituted, but rather to whether it should be expected at all. In surveying the problems
I shall therefore arrange them according to the way in which the reign of causality has
been questioned.

In this connection causality is a special aspect of order. This follows, in the first place,
because order is the arithmetical product of law times number of instances (equation 18).
Second, only causal laws should be recognized as laws. And, third, the controversial
individual phenomena are the consequences of the four patterns of order which again are
themselves the consequences (i.e. causal results) of the higher ranking systemizing
principle (Section VIII A).

I shall thus consider the problem of order in its principal aspect through the
controversy about its recognition.

1. The controversy of complexity

We are convinced that the reactions of molecules, like the life processes constituted by
those reactions, follow causal laws completely. However, when we consider our conscious
decisions, although these are made up of life processes, this conviction is greatly
weakened. According to personal position we either suppose that, with increase in
complexity, necessity is gradually replaced by accident or freedom, or else that the causal
connections can no longer be traced. Thus the scientific problem escapes our insight in a
transcausal area. Also it has been observed that in complex areas it is easier to establish
mere rules while, when complexity decreases, conformities to law can be recognized. This
has helped to produce the restrictive caution called reductionism.

In the present case reductionists hold that, if laws could be found at all, this would
only be possible in the molecular realm. It would be impossible to pursue these laws even
into the ultrastructural region where not all molecules can still be sorted out. If this
opinion were right we should be in total confusion.

I shall not analyse this opinion further because it is more a question of way of life than of
epistemology. The opposite tendency is represented by holism, which rightly warns that reductionism
leads to an atomistic approach to Nature, to discrimination against synthesis, and to abandonment of all
the biological controversies which concern us.?®

2. The controversy of ‘internal causes’

The controversy with the reductionists is a modern phenomenon, while that
concerning the efficacy of the Darwinian evolutionary mechanism is a century old, like
Darwinism itself. It is essentially as follows: The mechanism of Darwinism, since
Neodarwinist genetics was built into it and the population and speciation studies of the
synthetic theory?® was added on to it, explains all evolutionary phenomena solely as the
mutual effects of mutation and selection. Mutations are seen as random and purposeless
accidental changes of the genotype, and selection, although always differential, consists
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of instant decisions made by the changing environment on the survival and prospects of
reproduction of single individuals. No ordering directional component of external
selection over various periods of time would be expected. If all this is true, where does
the orderliness and directionality of evolution arise from?

1. Does an internal principle exist? This question has repeatedly been put by a wide
range of authors. A list of the important works — some of them huge — which raise this
criticism and try seriously to answer it will illustrate this fact. It includes: Baer (1876),
Bergson (1907), Berg (1926), Wedekind (1927), Beurlen (1932-1937), Plate (1925), Rosa
(1931), Osborn (1934), Dacqué (1935), Schindewolf (1936-1950), Meyer-Abich
(1943-1950), Schmalhausen (1949), Spurway (1949), Jaennel (1950), Cuénot (1951),
Bertalanffy (1952), Waddington (1957), Cannon (1958), Haldane (1958), Stammer
(1959), Whyte (1960-1965), Lima-de-Faria (1962), Russell (1962), Eden (1967),
Schiitzenberger (1967), Salisbury (1969).

These works are not all equal in scientific importance. However, it is impossible to
ignore the common cause of all these endeavours. The attempt to understand this deep
problem has already occupied four generations and has been seen from very different
viewpoints.

Many authors have named the existence of an internal principle as the basic problem
of evolutionary theory, e.g. Remane (1939-1971), Ludwig (1940), Hennig (1944), and N.
Hartmann (1950). Developmental physiologists have also expected an internal principle
and have considered the problem in all its complexity, e.g. Baltzer (1952-1957), Kuhn
(1965), Waddington (1957).

The representatives of the ‘synthetic theory’ on the other hand, hold that no third
causal mechanism has yet been proved and in this they are right. They fear that the search
for it will open the door to such unproven entities as finality and entelechy, which need
not be so. And they tend to play the problem down, which is not necessary. They even
assert, which is obviously unprovable, that there is no room for a third principle.
However, it is important that even the authorities of this opposed viewpoint, such as
Dobzhansky (1956), Kosswig (1959), and Mayr (1967, 1970), ascribe to the epigenetic
system a fundamental, although not fully understood, ordering action. And they ask
whether this pattern of mutual gene effects will ever, because of its complexity, be
understood.>°

I shall consider this question later (Chapter III). In the systemic position of mutual gene effects we
shall find the molecular cause of the ordering principle.

2. Mutation or selection. As soon as we search inside the organism for this third
principle we must ask whether it has to do with mutation or selection. The answer
depends on where we draw the line between the conditions facing the mutation, on the
one hand, and its compatability with the ordered system of the genes and chromosomes,
on the other.3?

To my knowledge only one author®? has proposed ‘automutations’, released by
internal conditions, as an explanation. He did not explain the mechanism, however.

The alternative could be called ‘autoselection’ depending more on the systemic
conditions in the organisms than on the external environment. Such selection has often
been assumed. It is evident that systemic conditions in a very wide field might be
effective, from the replication of code sequences to the maturation of the organism. This
concept of ‘internal factors’ has been supported by numerous researches, e.g. Stern and
Schaeffer (1943), Spurway (1949, 1960), Lima-de-Faria (1952-1962), Langridge (1958),
Sondi (1961). It should also be remembered that the action of an ‘internal principle’ is
required in developmental physiology also.>® As regards the time when it takes effect this
cannot correspond to a mutation mechanism but only to a mechanism in the epigenetic
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system. Indeed the authorities of synthetic Neodarwinism®“ assume a still undiscovered
ordering component within the epigenetic system.

Those workers who defined limiting conditions between internal and external selection
came still nearer to the point. Examples are the ‘embryo selection’ of Stern and Schaeffer
(1943), the ‘archetype selection’ of Waddington (1957), the ‘genotype selection’ of
Haldane (1958), and the ‘developmental selection’ of Whyte.?®

It is astounding how little needs to be added here. The direction, the principle, and the rate have
already been outlined. Only the concrete mechanism remains to be added. Nevertheless this
mechanism still remains invisible and uncertain and the causal nexus is hidden. Most workers are still
in doubt. No internal cause is apparent.

3. Vitalism and entelechy. In this situation there is still another alternative, if one is
convinced of the reign of internal principles, though methodologically speaking this
alternative is not a scientific interpretation. If we suppose that no causal law can be
found, because the law is not causal, then we shall incline to vitalism and entelechy. This
indeed is how vitalism®® arose. Again it is a sort of world-view opposed to a mechanistic
interpretation of Nature. Entelechy, a concept taken from the metaphysics of Aristotle, is
assumed to be a factor that directs the individual regularities of organisms, i.e. their
orderliness, harmony, plan, or goal. Entelechy would arise from the ‘pre-established
harmony”’ of living organisms. At this point, however, we depart from science and the
problem can be left as insoluble.

Nevertheless vitalism confirms two of our results. It searches for the problem within the epigenetic
system (as would now be said) and recognizes the plan, and sense of direction, of evolution. Indeed, in
this book we even confirm the postulate of a ‘stabilized harmony’, though this harmony turns out to
be ‘post-stabilized’, not ‘pre-stabilized’.

3. The controversy of essential structures

Here we are not changing the subject by only the scene — although it looks basically
altered. The ‘internal principle’ was a question of causes and functions. But the arguments
about ‘essential structures’ concern the effects and forms of these causes and function,
i.e. homology, morphotype or ground plan, and weighting. The basic subject remains the
same: Are there orderly laws or not?

We should remember the mutual effects of all these controversies. If homology and ground plan are
not recognized as realities, then the necessity of an internal mechanism is in doubt. If no mechanism is
known which requires homology and ground plan, then it will not seem necessary to assume that these
are real.

The separation of essential structures from inessential ones has been the key to the
study of affinities ever since the origin of scientific morphology, anatomy, and
systematics. It is also the focus of today’s controversy.

Three questions will illustrate why this long-proven method, which has always lacked
causal reference, seems to have difficulty in withstanding causal analysis.

1. Weighting and features. The accusation runs as follows: No method can be defined
by which the systematic value of a feature can be specified, nor can constant value be
assigned to any feature, and nor can any cause be suggested for such constancy. Weighting
of features has therefore obviously been inserted by the systematists. But if relationship
is worked out by features weighted a priori then the method is circular. According to the
recipe of numerical taxonomy®’ the way out would be to foreswear weighting
completely. Each feature would be of equal value.

Imagine the chaos in the study of relationships if, for example, the systematic classification of
vertebrates were erected mainly on the individual skin appendages, the details of colour pattern, and
measurements of every tiny feature, for without doubt these would be a majority. Against these huge
numbers what would be signified by the loss of an aortic arch, the division of a heart chamber or the
distinction between ‘hair’ and ‘feather’ which up till now have helped us to distinguish reptiles, birds,
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and mammals? Think what an enormous computer-capability of judgement is brought by man’s brain
to the concept of a single homologue, not to speak of the weighing of the connections between
thousands of these homologues. For, in any comparison, such homologues are the only possible
connection with the ground. Only by using them can total confusion be avoided.

Numerical taxonomy, which has already become a new form of literature, does right
to assert that we do not know what specifies the degree of freedom or of fixation of
homologues, nor how man’s brain works in making a comparison. Instead of studying
these two problems, however, numerical taxonomy decrees that all precausal
understanding be forgotten. This is the understanding that allowed millions of affinity
connections to be judged with such accuracy that Darwin could extract the law of
evolution from them.

2. Typology and morphotype. The morphotype or ground plan, which is supposed to
give the essential features of every group of organisms, has been attacked by a much
larger number of workers. The accusation is as follows: The morphotype is a concept or
idea belonging to morphology (which thus is ‘idealistic’). It can neither be delineated in a
figure nor be soundly based in method, let alone be causally explained. It therefore does
not belong in a science.

Of course it is no loss to give up a word. However, it is a considerable drawback to give
up the concept connected with the word ‘morphotype’ which is that the essential features
of every natural group of organisms must have their special cause. This drawback would
remain whatever sort of cause this might be. Even in Goethe’s morphological work®® the
morphotype (‘Typus’) is defined as: ‘A consequence, a rule, according to which Nature is
expected to act and a metamorphosis which will always affect the parts.” In solving the
problem we shall confirm this statement completely (Chapter VIII).

I shall not discuss the morphotype and its forms more fully until Chapter VIII. To many people it
seems to be restricted, mistakenly, to idealistic or metaphysical concepts. This is because
pre-Darwinian morphologists wisely forebore explanation, while later morphologists discovered none.

The view is increasingly held that features become fixed by becoming deeply woven
into the epigenotype.?® But the how and why remain unresolved, although the statement
will turn out to be completely correct.

If, however, the hypothesis of regular conformity to morphotype is rejected, then the
reality of the natural affinity groups defined by the morphotype also looks threadbare.
The catastrophic consequences of this will immediately be obvious, but at this point I
shall not follow the various side branches of this controversy.

3. Natural classification and systematics. 1f no certainty can be reached concerning
the ‘essence’ of single structures, nor concerning the morphotype or ground plan which
these structures should constitute, then classificatory groups are not realities laid down
by natural laws; instead they would be, as the nominalists say,*® mere aids to thought.
The concept of ‘natural classification’ becomes a self-contradiction. Systematics, and
indeed pure morphology in general, becomes meaningless, and in actual fact the subject is
now in desperate retreat.

We have already established that, if the nominalist position were correct, biology
would lose its basis. But it is not correct.

4. The controversy about thought patterns

We are therefore surrounded by doubts touching the existence of orderly principles or
of preordered structures in Nature. If these doubts were justified where would the
orderliness arise that, after all, has been described in countless books? Would it not be the
orderliness of man’s thought, projected into Nature? And, if this were not so, how to
explain the obvious agreement between the patterns of man’s logic and the supposed
orderly patterns in man’s environment?
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As later discussed, the four basic patterns of organic order are, to an astounding
degree, also the preconditions for man’s thought. It is totally unlikely that this agreement
is accidental. But suppose it turns out to be mere projection? What, in that case, could we
learn about order in living organisms, as distinct from learning about our own logic?

Modern information theory maintains that: ‘All systems that treat information,
whatever field they may cover, fulfil both in themselves and between each other, the laws
of information theory and thermodynamics. This holds also for the total system that
includes the individual systems, i.e. for the physical universe in which entropy increases
unceasingly. Followed back into the past there must have been at the beginning of all
happening a condition of least entropy, and therefore of highest regularity and highest
information. The first words from the Vulgate are: ‘In principium erat verbum.’ Without
blasphemous intent this could be translated as: ‘In the beginning was information.’*!

But what next? Goethe’s words were: ‘Geschrieben steht: “Im Anfang war das Wort!”
Hier stock ich schon! Wer hilft mir weiter fort? Ich kann das Wort so hoch unmdglich
schitzen, Ich muss es anders iibersetzen.*’ I also shall close the circle of this investigation
by giving a different translation (Section VIII B7f,g). But to travel forward we need, since
there is no help for it, to journey a long distance.

Up till now we have not gained much — only a few definitions and the certainty that
the problems of biological order are many and concern principle. Perhaps most
importantly, there is a prospect of an answer by considering probability. To this,
therefore, I return.
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CHAPTER III

THE MOLECULAR CAUSE
OF PATTERNS OF ORDER

This brings us to the kernel of the matter. We need to deduce the mechanism by which
the four basic patterns necessarily arise. Obviously such a basic mechanism must act at a
basic position in the evolutionary process. It will have a molecular root and a
morphological one and can be explained only by the two together. I shall start with the
molecular root.

The question is: Why does living order always lead to the four special patterns of order
which I have called standard-part hierarchy, interdependence, and tradition? This is the
specifically biological question which I wish to solve in this book.

A. ON CAUSE IN GENERAL

But another question can be recognized behind this one: Why does order in general
arise, when previously there was none? This is a question in thermodynamics or statistical
mechanics. The answer to it has long been foreseen by physics, theoretical chemistry, and
biophysics. For present purposes it can be called:

a. The cause of the cause

The question can be put as follows: How do living systems build order up, although
they are part of a universe which, following the law of entropy, passes from order to
disorder? Can it be that the second law of thermodynamics does not apply to living
systems? This question has been studied for about one hundred years and has led,
particularly in the last few decades, to an extensive theoretical structure known as
steady-state thermodynamics, non-equilbrium thermodynamics, or the thermodynamics
of irreversible processes.’

The answer? is somewhat as follows: The law of entropy is not violated by living
systems, but evaded. Or, more precisely: The law of entropy can only be applied to
isolated closed systems. All of these, indeed, transform themselves into more probable,
disorderly states. They all tend towards equilibrium. All organisms, however, are open
systems. They cannot be isolated, since their very existence depends on a stream of
matter and/or energy flowing through them. Like a drainage system they must all lie on
an energy gradient connected both to an energy source and to an energy sink. However
differentiated these may be in any individual organism, the orginal source of energy is the
sun and the energy sink of the biosphere is the cold of the space of the universe. To this,
after death and decomposition, everything will be lost again by nocturnal radiation.
During life processes, however, there is a storage of energy which greatly exceeds the
thermal energy of the equivalent equilibrium condition (of the corpse). This storage of
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Fig. 16 a-c. Hydrodynamic model of the storage of potential energy and of increase
in order. (a) Energy flow too small; the energy level of the outflow is scarcely
exceeded. (b) Optimal influx; potential energy exceeds thermal energy. (c) Influx
too large; potential energy is raised by the subsequent increase of thermal energy.
Based on Morowitz (1968) elaborated.

energy has modes of appearance described as performance, random improbability,
distance from equilibrium, or as functional or structural order. Thermodynamically
speaking, order can be described as the tension between storage and random distribution
of energy, between an improbable condition of balance on the one hand, and the greatest
mixture of component parts on the other.

The theory further states that an optimal throughput of energy (Fig. 16b) necessarily
causes the building-up of the systems that we call ordered. Or more precisely® : Models of
such systems can be developed which result in the origin of information, or, as I would
say, of determinacy. A steady throughput and the steady selection of more stable
conditions necessarily cause a steady increase in order.

The simplest model of such processes is the hydrodynamic analogy of Morowitz,* as shown in Fig.
16a-c. Imagine two tall cylinders, one inside the other. The inner one has a series of side openings which
decrease in size downwards. The outer has only one side opening, near the bottom. Both cylinders are
standing in a shallow vessel over the edge of which any quantity of water can flow. Let a stream of
water (chemical energy) flow into the inner cylinder. The maximal difference in water level (i.e.
maximal stored potential energy) will depend on an optimal throughput of water. If the influx is too
small (Fig. 16a) then the level in both cylinders will sink to that of the shallow vessel (i.e. to that of
the thermal energy of the outflow). If the influx is too large (Fig. 16c) then the level in the outer
cylinder (the kinetic temperature, or thermal energy of the system) will once again eliminate the
difference by rising to the level in the inner cylinder. Without doubt this general subject is one of the
most fascinating in science, but I must immediately leave it, so as to stay within my scope. Interested
readers should consult the reference given.

The cause of what causes the forms of organic order is itself being actively investigated. The origin
of order seems to be a necessary result of matter, even though the necessary conditions are themselves
accidental and rare (or indeed improbable) and even though an increase in order can happen only at
the expense of the order in the universe.

b. The results of this cause

These are the next object for investigation. More precisely we can ask: If order
necessarily arises, why does it take on a small number of special forms?

Again I shall start with probability questions. I shall consider how far we can proceed
by using the determinative decisions that are required for a definition of order. This
connects information technology with molecular genetics.

This first step is justified because molecular genetics allows us to describe the mechanism in a
region of relatively low complexity, before it breaks up into more complex special functions. Also the
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molecular solution will perhaps convince some people more than the morphological one discussed in
Chapters IV to VII. But it would be wrong to believe in the primacy of molecular mechanisms; we
are faced with a hen and egg situation with molecular mechanisms as the egg. No molecular
determinative decision has meaning unconnected with its effects — no matter at what level of
complexity these effects occur.

B. DETERMINATIVE DECISIONS IN THE ORGANISM

First I shall examine how far the punched-tape model applies to the arrangement of
the decisions that are laid down in the inherited material. A glance at the basic ideas of
genetics® and of the transmission of information will be helpful.

As is well known, genetic information is laid down in the chromosomes. It is codified
in a one-dimensional chain of four molecules, in a script somewhat like a strip of morse
code.

The DNA (desoxyribonucleicacid) isa very long aggregate of numerous nucleotides which differ from
each other by having a particular one of the fourbases — G, A, C, and T (guanine, adenine, cytosine, and
thymine). The bases therefore correspond to the holes on a punched tape while the rest of the DNA
corresponds to the paper. The code is read off in groups of three nucleotides (triplets) beginning from
a fixed starting point. This gives definite codons which are triplets of nucleotide with 4 X 4 X 4 = 64
possible combinations. The decoding mechanisms recognizes most of these combinations as
meaningful triplets and translates them into the 20 different amino-acids. This is rather like translating
the three Morse symbols (.-/) into letters. To complete the analogy, an amino-acid can act as starter
and a meaningless codon necessarily functions as a terminator. This is like the spaces and punctuation
of a script.

The collinearity of nucleotide sequences can be compared with the sequence of
determinative decisions in a Morse transmitter. And the amino-acid sequences of the
coded polypeptides can be compared with the rows of letters that constitute the
translated words. Furthermore, the universality of the genetic code indicates its origin
from a single ancestral language. It is only the interweaving of these decisions — what I
shall call systemization — which transcends far beyond the non-linear component of
script, as poetry transcends information. I shall discuss this later.

1. The importance of the single decisions

This depends on two different possible effects that the decisions may have. From the
static point of view there is the identical replication of part of the total system of the
individual to the extent shown to be necessary in the ancestral line. Dynamically speaking
there is the adaptability of the same part, if a relevant change should bring an appreciable
benefit to the total system. Accuracy of copying versus mutability of single determinative
decisions, together with their antagonist ‘selection’, form the mechanism of adaptability.
This is the mechanism of evolution as known up till now.

a. Adaptability — the designer plays dice

Despite much search, no mechanism has yet been found by which the decisions in the
genome could be informed about an adaptational demand, however pressing. This
preposterous and indeed unbelievable and catastrophic circumstance (catastrophic for
the billions of organisms removed by selection) fuelled the controversy between
Neolamarckism and Neodarwinism for many decades. However, it now seems that such
retrospective action has never been possible. Genome decisions cannot be meaningfully
influenced by the environment. Their effect is unidirectional. This dogma must be
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accepted, but we know that such a unidirectional manner of looking at causes cannot
take in all the connections.

We too shall find no retroaction of Lamarckian type. But this is no reason to accept that creation
happens in a random manner. Einstein® found it repugnant that God should play dice with molecular
phenomena. The supposition that man arose by pure accident, that God plays dice with evolutionary
phenomena, is equally repugnant. However, as we shall see, order has less to do with ‘meaning’ than
with ‘self-meaning’.

If mutations are accidental, we need to know how much a genome is altered by a
mutation, how often a mutation happens, how great are its prospects of success and what
are its effects.

1. The genetic extent of a mutation is usually small. Moreover, the prospects of
success increase with smallness. To use our analogy, it is generally a few letters that
change, in the text of a monumental tome.

Genetic deletions — the loss of pieces of code of various lengths — are almost always lethal, causing
the death of the bearer. Point mutations are most important. These alter a gene, or more precisely a
cistron, which is a portion of a DNA chain which determines a continuous polypeptide sequence (or,
in our analogy, a word). The sequence of ‘letters’ or of triplets will only be altered as from the codon
(‘letter’) which the mutation strikes. If an extra nucleotide is added to a codon, or lost from it, then
the reading-off of triplets goes out of phase, the reading raster shifts, and all subsequent readings will

be wrong. But if a nucleotide is altered, rather than lost or added, then the rest will remain in phase.
Only the affected triplet or ‘letter’ will be wrong.

2. The frequency of change in a gene (i.e. the mutability) is not high under natural
conditions (this is the so-called spontaneous mutation rate). One mutation per gene in
10* cases counts as a high rate. Mayr’ says: ‘One may estimate that in the higher
vertebrates the average mutation rate per individual per generation is somewhere between
1 in 50 000 and 1 in 200 000 per locus.” Obviously some mutations must be even rarer
than this: ‘Besides many have been observed only once so that no statement about their
probability is possible.” On the other hand there is good information about the maximum
rate, which is all that matters to us in the first instance. Adaptation of a feature, even the
most pressingly required adaptation, must wait on the next accident, and this remains
improbable for at least 10* tries.

3. The prospects of success of a mutant are also not high: ‘Improvement by mutation
is as unlikely as the enhancement of a good poem by a printer’s error.”® This illustrates
also, what we have already established, that small changes have a greater prospect of
success than large ones. Only a few per cent of mutants have a prospect of being passed
by selection for: ‘The sorting of hereditary factors has been so thoroughly worked over
that accidental changes are seldom tolerable.” We shall discuss this more fully later. The
process of adapting a feature must wait not only on a rare accident, but on a still rarer
happy accident.

4. The result of a mutation almost never affects a functional whole. The belief that
one gene specified one feature was long ago abandoned. Gene effects are interwoven with
each other in two different ways.

First, most mutated genes result in alterations to a whole series of features — this is
called polypheny or pleiotropy. Second, no functional system in an organism depends on
a single gene only. At least a few genes are always involved, and usually many — this
phenomenon is called polygeny. Formerly this seemed strange. However, existing genes
must have been fitted together gradually, in the same way as the features that they
control, and by the same circuitous route. This makes the interweaving of gene effects
not only comprehensible but to be expected as a necessity.

The process of adapting a functional unit thus waits, not merely on a happy accident,
but on an accumulation of happy accidents. Adaptability, on which the prospects of
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advancement mainly depend, quickly becomes more difficult as the number of required
changes in determinative decisions increases.

b. The holes in the punched tape — accidental programming

We have still not considered a fundamental point in the comparison. If the nucleotide
bases of the DNA chain are compared with the holes in a strip of Morse code then we
need to note the remarkable fact that producing and placing the holes is done entirely
accidentally.

Let us suppose that the decipherment of the sequence of holes produces a volume of poetry
(individual) which has up till now sold well in the market (in the environment). The proceeds of sale
(selective advantage) were sufficient to keep up the printing (reproduction) of the edition (species).
But now the tastes of the market (environmental conditions) change and requests, profit, and printing
all diminish. A licensed edition (population) will prosper if a particular alteration of the text (a
particular feature) adapts it to the new fashion (new environmental conditions). But the only change
allowed is a mistake (mutation) in punching the tape that controls the printing.

In this situation there can be no generosity in setting out the holes (or determinative
decisions). It is difficult enough to put a single additional hole through pure accident in
the right position while not making holes that are not needed. This explains a peculiar but
essential difference between technical and biological punched tapes.

In the technical punched tape it has proved useful only to enter the ‘Yes’ in the binary
code of ‘Yes-No’ decisions, though the positions of the missing holes, i.e. the ‘No’
decisions are indicated by a second uninterrupted row of holes each of which marks the
position of a decision. Marks adapted for finding mistakes have also proved useful e.g. a
third row of holes with a test hole at each tenth decision. Nothing corresponding to these
mechanisms is known in biological punched tape.

2. The advantage of dismantling redundant decisions

As already mentioned, in determinative systems we always have to reckon with the
occurrence of redundant decisions. This has been investigated in Section I B2 where it
was shown (I B2e) that redundant decisions can only be avoided completely in a regime
based on finalistic or on teleological principles. Redundant decisions do not matter so
long as we do not assume an economical principle in the system.

The term ‘redundant decision’, in my sense must not be confused with the term ‘genome
redundancy’ which hasrecently attracted attention. The latter simply means repetitive DNA sequences.

a. The principle of economy

Such a principle, however, is in all organisms an absolute precondition for existence.
When all decisions have been materially established as molecules or molecular positions,
there arise with every decision costs, sources of error, and difficulties of adaptation. The
dismantling of every redundant decision must bring profits — evolutionary or
adaptational advantages (4). This will be obvious even in very simple systems.

Let us use our well-tried example of a system of determinative decisions with a range of 1024
numbers which establishes the events I to VIII ten thousand times. Here we have a law content of only
23 bitsy, as against a redundancy content R 45 of 799 977 bitsg (cf. Section 1 B2d).

1. The costs of conserving redundant decisions are incurred first by conserving the
structure and position of the nucleotides carrying the decisions. These energy costs due to
‘maintenance’ will probably increase linearly with the number of decisions. In addition
there will be the cost of storage which will also increase appreciably, though not linearly.
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Thus, in our example, instead of storing 10 metres of punched tape carrying the pure law
content, a 400 km strip would have to be stored if the redundancy content were
undiminished. Besides the costs of maintenance and storage there will be the costs of
replication. These can be worked out exactly.® Every replication would have to copy and
reprint about 1.2 km of DNA, instead of 3 cm. This cost also would increase
proportionate to the relative redundancy.

2. The susceptibility to error will also increase with relative redundancy. For we must
expect that, if the determinative decisions laid down as molecules are doubled, they will
be affected by double the number of replication errors. To illustrate the difference, let us
suppose that each decision will be wrongly reproduced every ten thousandth time. If a
new copy is complete at about 20 bits; of law content, then a single error will be
contained only in every five hundredth copy. But if a new copy has the full redundancy
content, then every new copy with 800 000 decisions will carry 80 mistakes.

This full level of redundancy in no way increases the adaptability of a system, but only its liability
to error. For undiminished redundancy increases the number of non-acceptable alternatives only.
Assuming that, in a balanced system, only one alternative is adaptive, then the rejection rate will
increase as the power of the relative redundancy. It is as if a cell in the middle of the eye were

specified not only as being a lens cell or a cell of the vitreous humour, but also had the choice of being
a bone cell, gut cell, blood cell, or enamel cell.

3. The adaptability of a system certainly decreases as the power of the decisions
required to produce the system and thus with the relative redundancy. A numerical
estimate of all the losses connected with redundancy still needs to be worked out in
detail, but an estimate of the restriction of adaptability can be given. This single quantity,
among those yet measurable, is enough to show that redundancy necessarily has
drawbacks.

b. Adaptability and redundancy

An important point arises as a result of estimating the value of systemizing the genome
by dismantling redundancy. How does redundancy arise and what does its dismantling
signify?

1. Why redundancy arises. 1 discussed this problem in Section I B2e but in general
terms (considering inorganic determinacy also) I left the answer open. As concerns organic
determinacy a conception can be formed.

A message is determined by decisions. The number of decisions which can be left out
will depend on what we expect from the message. The estimates of redundancy content
in Chapter I depended on the simplifying assumption that the messages had to remain the
same. Such a precondition, in fact, gives the greatest possible redundancy content
Rmax)-

From living messages, or organisms, however, evolution demands adaptive change also.
The simplest assumption is to expect that all single decisions could change independent of
each other, because an alteration of any single decision might come to be required. This
stipulation would no longer apply as soon as two decisions become to some extent
functionally dependent on each other. They could then not be altered separately but only
together (discussed later in Chapters IV to VII).

For example:

Decision number
Preliminary decision
Final decision

Event number

N R -
_NoR
= oW
'20'0“-&-
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Preliminary decision 2 (in italics) can only become redundant if events I and Il become dependent. It
could be left out if the deciphering system ‘remembered’ the preliminary decision 1 until changed by
preliminary decision 3. This, however, has been discussed already.

We know that maximal redundancy content reaches huge values even in very simple
systems (cf. Section I B2d). This indicates that optimal redundancy content under
conditions of adaptation must also be important in biological systems for these are much
more complicated.

2. The significance of the dismantling of redundancy. This can now easily be shown.
We must remember two genetic parameters — the mutation rate and polygeny. The
mutation rate is a low probability (Pm) of 107 or less. Polygeny, on the other hand,
implies that the shaping of each individual functional system of an organism is
determined by more than one gene. The prospects of adapting a functional system by
means of accidental changes must also be a probability. This will decrease with the
number of mutations required.'°® If the probability of two required mutations is for each
Pp, =107 then the chance of their accidental conjunction is: Py, * Py, =107 X 107* =
1073

An important question now arises. How large is the selective advantage 4 (i.e. the
increase in the probability of a change being accomplished 4,) if one of the two required
mutations can be avoided by dismantling, as being a mutation of a redundant
determinative decision? In the present case the prospect of accomplishment increases
from 107® to 107*. This means that 99 990 000 attempts can be dispensed with, i.e. the
number of attempts is diminished to 1/10 000. This means that

Ay —1/P ot d;— P 7\ (19)

The selective advantage in adapting a system, gained by being able to omit one of the
required mutations, corresponds to the reciprocal of the probability of that mutation.

This advantage is very large. We should expect that evolution would have sought a way
to use it. The difficulty, or accidental improbability, of finding a way might perhaps
exceed that of a single mutation by a factor of 10 000. Even so it is likely that a way
would have been discovered long ago by evolution. And, in fact, it was discovered. The
procedure can be called systemization and will now be examined in detail.

c¢. The necessity for systemization

This can be deduced from the selective advantages, since these can reach inconceivably
large values. This is immediately obvious when we remember that the improbabilities
increase as the power of the number of mutations. In a single system the selective
advantage A, has the redundancy content in bitsp as the power. That is:

e (20)

The maximal accomplishment advantage (or increase in the probability that a change
can be accomplished — A4, ,,,) that can be reached by systemization thus corresponds
to the reciprocal of the mutation rate to the power of the number of redundant decision
dismantled in the system.

Even the simplest system, such as a single transmission of events I to VIII out of a range of only
eight numbers, is determined by 14 bits; and 10 bitsg (Section 1 B2d). The maximal selective
advantage with complete systemization i.e. complete dismantling of the 10 redundant decisions. is:

Aa i Pm—l‘R = 104X10 = 1040

And with a somewhat less simple system, such as the transmission 10 000 times of I to VIII out of
1024 possibilities (Section I B2d) then:

A= 104%799 977 ~ 103 200 000
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This would be a number with three million zeros. Both of these values, of course, are maximal. We
shall soon see, however, that real selective advantages are likewise extremely large.

It follows that the advantages of saving even a small number of required mutations rise
very steeply. This steep increase makes it totally unlikely that the mechanism needed for
systemizing the genetic determinative decisions should not yet have evolved. Indeed it is,
as we shall see, a necessary requirement for organisms.

C. THE SYSTEMIZATION OF DECISIONS

By systemization I therefore mean the process by which the action of determinative
decisions is differentiated out of a condition of uniformity. The simplest differentiation
would be the ranking of one decision above another. This simplest model causes
high-ranking decisions to affect lower ranking decisions in a one-sided manner. But, at the
same time, in the evolutionary process it also produces a retroaction affecting the
high-ranking decisions, as I shall show later. This feedback is the basic precondition for
systemic effects and for bidirectional causality.

These concepts are already current, and indeed self-evident. In the language of genetics they are
basic features of the gene interactions which have long been called the epigenetic ‘system’. In the
dc§1gn of apparatus they correspond to the obvious fact of the wiring, which arranges the individual
switches in ranks. The agreement of the genome with our systemic model has been implied ever since
the hypothesis of ‘one gene, one feature’ was abandoned.

The individual types of genetic switching action necessary for systemization have
mainly been studied in very lowly organisms. Their presence in all other organisms is

assumed,' ! however, and is gradually being proved.

1. The model and its molecular realization, Part I

Pursuing the comparison of the systemic model with molecular genetics, I shall first
examine the conditions that make one decision outrank another. In a piece of apparatus a
switch is inserted in the circuit between the source and the effector. A general or mains
switch is connected in series, as in every household. In the genome it is the production
and spread of groups of molecules which must have an analogy in the wiring model.
Superposition of ranks is obtained when one unit of command, cistron, or synthesized
compound can switch others on or off. Biologists will know that this does happen in the
genome. But a more exact and basic question is: What are the simplest and most basic
elements that can be switched? These elements are, in fact, on-off switches and
change-over switches. Both are fundamental for systemization and well known in the
genetic system. Moreover, they are the cause of two primary patterns of order — the
standard part and hierarchy. The systemic model implied by these switches will now be
compared with the genetic system.

a. The repeat switch — ‘repeat on demand’

The repeat or on-off switch exists in every apparatus that is capable of repeating. Its
‘yes-no’ alternatives are ‘go’ and ‘stop’. Its effect depends on the chain of subordinate
commands which it repeatedly causes, or allows to be repeated e.g. a minute-light, an
electronic flash, a radio alarm, or in changing a disc in a record player or replaying a tape
in a tape recorder. It allows a whole sequence of stored determinative decisions to flow
once more.

In the last analysis all depends on the wiring of the subordinate decisions. These, as we
know, have been stored and can be dealt with in connected sequence, one after the other,
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and when they have finished are switched back to the starting position. This prevents the
avoidable repeat decision which would otherwise appear as visible redundancy.

The selective advantage of the on-off switch is so enormous that we cannot even
imagine a machine without this mechanism. Indeed it is not easy even to think without
this obvious feature. The mere storage and sequence of decisions, indeed do not in
themselves make a machine. Only the power of repeatedly starting them off will do that.
Without being able to use them repeatedly their regularity could not be recognized, nor
even be reconstructed for examination. As shown in Section I B this repeatability is the
basis of empirical knowledge.

Naturally, storage and sequencing have two preconditions — both the nature and the
sequence of the preserved decisions must be recorded. Repeatability, however, has the
advantage that nature and sequencing do not need to be reinvented accidentally. This
advantage has already been estimated as R',,4x (see Section I B 2d). In terms of single
events (E) even a single repetition of the series saves £ * log, E = bitsg (cf. equation 11).
With 16 single events, therefore it is: 16 X log, 16 = 16 X 4 = 64 bitsg . But how large is
the selective advantage A, when even a single bit of visible redundancy is saved? It is at
least as large as the reciprocal of the mutation probability, i.e. P, "' bits.

This can be shown as follows: Even the alteration of a single base is more than 1 bit, because there
are four alternatives. Furthermore, for each cistron there is a whole chain of such decisions, perhaps
hundreds, though we do not know precisely how many. What we do know is how often a mistake
happens to a cistron, in one or other of its decisions. This happens P, times and thus with a frequency
of 107 at most. The Py, of the individual decisions is therefore perhaps 100 times less, or 107°. It is
therefore generous to say that a cistron equals at least one bit.

However, this generosity is intentional since we need to compensate for the degree of uncertainty.
Indeed, we may have achieved two or three orders of magnitude of generosity, for Py, itself ranges
from 10™* to 1077, or even further. More important still, in this respect, is the fact that A’, ranges over
dozens or even hundreds of orders of magnitude.

Correct adaptational decisions, as already mentioned, can only be discovered by
accident. Each such ‘discovery’ that can be avoided as being unnecessary raises to a higher
power the selective advantage of dismantling redundancy i.e. the increase in the
prospects of accomplishment A', of the adaptation.

P’;[E~long(a—l)—xl (21)

A,a max =
Nevertheless we do not know how difficult it is to discover the decision which
overranks the others — the ‘go’. Let us suppose, in the first instance, that this degree of
difficulty (x) is of the same order of magnitude as the others, i.e. P,,. We can then make a
numerical estimate as follows. In the replication once only of four events, each out of
four possibilities, systemization would lead us to expect an accomplishment advantage
AL, =10%*7 = 10%8. Even this is a huge number.

In the tenfold replication of the system with merely 16 individual results out of a range of numbers
of 16, systemization gives an accomplishment advantage as follows:

A'q=10%,to the power of £ - log, E - (@ — 1) — 1.
The power can therefore be reckoned as: 16 x 4(10) — 1 = 639. Consequently A’
10?**¢ . This is a number with 2556 zeros and is too big to be conceivable.

However the discovery of the ‘go’, even if it were a million times more difficult than
this, would possess even in the first replication of the simplest possible system a selective
advantage of A'; ,ax = 102876 =10%2, This is a number with more than 20 zeros.
Obviously, therefore, the ‘go’ will have been discovered by evolution. It would certainly
have developed in the very earliest phase of the evolution of living matter.

Thus the elimination of redundant decisions — the elimination by which visible
redundancy comes to be excluded from the play of accident — is a basic feature of living
matter. It is as basic as its structuring to form an open system, the way it is driven by
energy, or its storage of determinative decisions, i.e. the build-up of information.

= 104X639 —
amax‘lo Fr
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It is easy to see that this institutionalizing of ‘go’ necessarily leads to the order pattern of the
standard part. The molecular proof follows immediately. The morphological proof is given in Chapter
IvV.

b. The nucleic-acid systems

It is easy to show that the ‘go’ has in fact been discovered in the molecular biological
process and to show how it is realized there. It is an obvious feature rooted in the DNA
system and, in several different ways, in the RNA system. The ‘g0’ mechanism is as basic
for genetics as in designing apparatus or in recognizing regularity in general. It consists in
the processes of semi-conservative replication and transcription together with the
phenomena of gene reinforcement, division, and reproduction.

1. The thread-like molecule of DNA carries the original sequence of determinative
decisions. It is a double structure. Each purine base is in apposition to a complementary
pyrimidine base. Along its whole length, therefore a thread of DNA carries its own
template. When the thread divides, the template DNA forms an original DNA thread
while the original forms a template (Fig. 17a). More than 10'° copies, for example, are
therefore produced for the cells of the human body.

2. Besides this, in cells that have a high protein requirement such as egg cells or gland
cells, there are giant chromosomes. These are made up of hundreds of DNA threads
packed together like a cable. These threads are reproduced, but remain together to help
the mass-production processes of the cell.

3. The chains of decisions are sent out from the nucleus into the cytoplasm by the
thread-like molecules of messenger RNA (mRNA). These again are copies (transcriptions)
which reproduce in large numbers the information contained in individual pieces of DNA.

(The copying process moves at about 30 nucleotides per second which is chemically very slow.
Measured in number of decisions transmitted per second it corresponds roughly to the rate of human
speech or of typing by a good typist.”)

GG CG
G C DNA G C Template
G C ¢
G C c
CG G
TA \ A
AT T
ARTE =
T A| Replication 3 P ¢ ;(i(i(\
A T| (of DNA by template DNA) & amino acids
GC _([? C‘ Translation Ribosome
TA A (inthe ribosome by
transfer RNA =tRNA) mRNA
Replication
mRNA~ Y\ (Transcription into messenger RNA =
\ mRNA)
2 \ v//f
AV Proteir
\ rotein
‘ \ el 7/¢ % Replication
Template DNA \\fi_i’\le?o'ymeﬂsi // DNA (of proteins in the ribosome chain )

Fig. 17 a-d. The three replication mechanisms of the nucleic-acid systems. These are
shown schematically and in correct sequence in (a), (b), and (d). Figure 17c
illustrates the process in the ribosome. (a), (¢), and (d) after Bresch and Hausmann
(1970); (b) after Watson (1970).
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two alternatives in each position, then if the device is fully systemized, the chance of
getting the right programme by turning the knob at random is P = 27! | i.e. %. But, with an
unsystemized device, in which we had to play eight switches at random, then P = 2% | i.e.
every 256th attempt would be successful. It would be impossible to use such a device
blind, i.e. without knowing the switches.

We can estimate how impossible such a transmutation would be in the genome. For
the prospects of success would be still further reduced so that only a single one of the
switches would change after 10 000 attempts to switch on. Moreover the switching-off or
switching-over of a message would require consideration not of eight single events, but
probably of a multitude. We know the method of dismantling hidden redundancy of the
genome, i.e. of reducing long-windedness in the formulation of laws. But if we did not we
should have to presuppose its existence. A biologist will appreciate that it has long been
operating.

Perhaps it is not yet apparent how this mechanism of the change-over switch necessarily leads to
the establishment of the hierarchical pattern of order. I shall prove this connection in the next section

(III D). I shall first discuss the molecular-genetic mechanism involved while the morphological
mechanism will be dealt with in Chapter V.

d. The operon system

A mechanism for reducing long-windedness in the statement of laws requires only the
ranking of determinative decisions, one above the other. More precisely we should expect
to find early-acting switches (i.e. of higher rank) that set the signals for a greater number
of later-acting switches (i.e. of lower rank). The preliminary decision must be
remembered by all the subsequent decisions until it is superseded by the appropriate
alternative. Precisely such a system has been discovered by molecular geneticists in the
form of the operon system.

Research on this matter is, of course, still in full progress, and only the simplest aspects are near to
being explained. These are the operon structures. Two results, however, are beyond question. The
first concerns the old conception of the genome as a string of beads made up of equal-valued
determinants such as eye colour, number of bristles or wing shape, scattered haphazard. This
conception has now been completely superseded. The second result is that the operons probably take
in the whole genome and together represent a complex system of grouped controls and

transdeterminant controls at all levels of complexity. This means that, as already suggested, the

nucleotide chains of the genetic message are comparable, not with the Morse code of a verbal script,
but with algebraic script.

L. The operon. In the simplest case this is a little sequence of genes in which an
operator gene (or a promotor and an operator) switches on a sequence of adjacent
structural genes. The operator genes correspond completely to the preliminary decisions
of our model of determination flow, while the structural genes correspond to the final
decisions. The agreement with expectation is complete (Fig. 18).

The operator gene, like all the others, is a fairly usual chain of codons of some 20 nucleotides in
length (ranging ffom 10 to 100) and the promotor is also of about this size. The adjacent row of
str‘uctural.genes is only short. Either the operator is the place of attachment of the suppressor that
switches it off (see below) and of the RNA-polymerase which cooperates in forming the mRNA
templates of the consecutive structural genes. Or else a special promotor, peculiar to the operon, forms

the place of attachment for the RNA polymerase. Genetics has naturally concerned itself particularly

with the regulator problem, which I shall not deal with until Section III C3. At present I only need to
prove the existence of ranked switching.

Mutations of individual structural genes do not influence the preliminary decisions.
But mutations which do affect such decisions, producing the so-called constitutional
mutants, make it impossible to control any of the consecutive structural genes of the
operon. Furthermore it transpires that: ‘every operator affects only those genes with
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Fig. 18. The operon system as illustrated by the lac operon and its regulator gene.
Above is a larger portion of the chromosome map of Bacterium coli. From Bresch
and Hausmann (1970).

which it is structurally connected.’'® These crucial conclusions are already twenty years
old!® and are in the textbooks. Other conclusions, however, are still tentative. In
connection with the requirement of the present theory they can be listed as follows:

2. The principle of the group key. In molecular genetics?® this corresponds to our
further requirement that preliminary decisions, as soon as they are developed, must in
themselves form a ranked system. Bresch and Hausmann refer to this as: ‘Repeated
pattern formation by using a corresponding switching scheme.” They then elaborate: ‘For
it is no doubt possible to set up many different switching schemes with the same
elements, and thereby produce totally different regular effects.” And moreover: ‘The
possibility of group switching should be borne in mind, by which single specific repressors
act on a group of several operons or single effectors alter a number of different
repressors.’>! (My italics.)

3. The principle of transdetermination. This corresponds to the last of our
requirements which is that even large complexes of features can be altered meaningfully
by a single mutation of an early acting and therefore high-ranking decision —
meaningfully in the sense of how the system of the relevant portion of genetic code is
organized. This alteration would be much like the change in our last example (Section
IIIC 1c¢) by which the message 1-8 could transform into the message 513-520, or
513-1024 could be switched over to 1-512.

In the replication of cells, not only the structures are copied but also the controlling
conditions. If a change occurs in one of these conditions then the clone of cells from an
antenna anlage can by error produce a leg, or the clone from a haltere anlage can produce
a wing.??

The error may breed true, or even be cancelled out by a back transdetermination. I cannot go into
the details here. The problem will be dealt with more fully later under the headings heteromorphosis,

spontaneous atavism, and homoeotic mutation. For the present we are only interested in the genetic
consequences.

The complex details have, of course, not yet been resolved, but Bresch and Hausmann
summarize the situation as follows: ‘The results suggest, nevertheless, that the whole state
of determination depends only on a few molecular switching events, or possibly on one
only. If it were otherwise no transdetermination could occur or else the determination of
a whole clone of cells would become unsettled simultaneously and remain unstable. This
point gives hope that we shall soon understand the situation at a molecular level.”*?

We have therefore shown that ranked switching must necessarily exist, and proved that
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it is realized on a molecular level. It will be a small step to show that the hierarchical
pattern of order is a necessary result.

2. The first consequences of systemization

Even folk wisdom asserts that nothing is got without being paid for. This could count
as a general rule of living, but here I shall prove it numerically by a careful reckoning of
evolutionary prospects. The systemization of redundant determinative decisions leads to a
momentary increase in freedom, but this must later be paid back to evolution by a loss of
freedom. This is the first seemingly paradoxical consequence.

In considering these prospects the question arises: What is the point of this to and fro
of advantages when there is finally no gain accomplished? However, this question is
teleological, for no evolutionary path can predict in any way how its future phylogenetic
bank account will stand. What group of animals could, at its origin, know its own
prospects of dying out? The question whether, with subsequent loss of advantages, any
selectional profits would remain at the finish to drive the mechanism likewise has no
biological meaning. Selectional advantages are valid for the instant. The paradox is purely
fictitious. Evolution lives from hand to mouth.

a. Burden and canalization

This brings us to the concept of burden (not ‘genetic load’). By burden I mean the
responsibility carried by a feature or decision. I intend to show that, with systemization,
the functional burden carried by decisions increases and with this a new lack of freedom
called canalization also increases. This burden of decisions belongs to the realm of genes
and molecules. But its counterpart, the corresponding functional burden of features, is
predominantly a morphological phenomenon and will not be discussed until Chapter IV
to VII.

The change in the prospects of success with increasing systemization provides the key
to the problem of burden and canalization.

The term ‘functional burden’ of the genome, in my sense, has nothing to do with ‘genetic load’.
The latter was introduced by Muller (1950) as a measure of the reduction in fitness of a population
caused by an accumulation of subvital genes (see also Mayr, 1964, Chapter 9). Confusion is only too
likely, for genetic load has been translated into German as ‘Biirde’ (= burden).

1. The advantage of systemization. Whatever sort of redundant decision is dismantled,
we have found in Sections III B and IIT C1 above that there is an increase in the prospect
that a change can be accomplished. This increase, or accomplishment advantage, is a
probability similar to the reciprocal of the mutation rate (P,,'). The biological reader
will have noticed, however, that we have left one parameter out of the account. This is
the prospect of success that a mutant possesses, whatever its frequency (P,,,) may be.

2. The chance of success of a mutant. This again is a probability — the probability of a
beneficial effect — which will be written P,(e = Erfolg = success). In individual cases it can
be measured empirically and ranges from zero to fairly large values. The zero values
represent the near certainty of death, corresponding to the so-called lethal factors. The
fairly large values approach almost within an order of magnitude of probable success
(1071), especially if total viability should count in the first place as success.

There is now much information about the success of mutations.?* Two facts are
particularly interesting here. First, the prospect of success decreases with increase in the
extent of mutational change, i.e. with increase in the features or individual events altered
by the mutation. Second, the maximal visible prospects of success are no more than a few
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per cent. We can with fair certainty assume that the mean prospect of success of a
mutation of a single decision affecting only a single event, is about 5—10 per cent, or in
any case between 1 per cent and 50 per cent. The increase, as a result of dismantling
redundancy, in the prospect of successful change (A4,,) is therefore less than Py, and less
than P, namely A,, =Py, * P,.

What then is the prospect that two events (features) altered independently by
mutation will be accepted by selection? We can assume a probability of P,y for the first
feature and P, for the second. The mutant that bears these two alterations will have an
even smaller prospect of being accepted by selection. It will correspond to the product of
the two individual probabilities, say P,; * P, = 1/10 X 1/10 = 1/100. The prospects of
success (P'e) of a mutant will correspond to the products of the individual prospects of
success of the number (n) of altered events (£) or features. Thus Pe =Ppy * Peqy .. ... Pen

Thus P, =P,E" (24)

Let us suppose, however, that the adaptive pattern demanded by the external
environment agrees with the systemized pattern that the genome has achieved. For
example, if two events (features) are changed in the same sense by the mutation of a
single preliminary decision, then their prospects of success will likewise be tested in the
same sense and will not decrease. They will amount to P,' rather than P.?. Here again,
therefore, systemization will increase the prospect that a subsequent change will be
successful (4,). This increase could equal the reciprocal of the prospect of success for a
single change (1/P, or P;') to the power of the number of further dependent single
events (£").

e (25)

The overall success of systemization, or the positive alteration in the prospects that a
mutant will be realized and will be successful, can be called the accomplishment and

success advantage of systemization (4,.). At a maximum it will correspond to the
product of the altered prospects of accomplishment Ag(pax) = PR (cf. equation 20,

Section III B2¢) and of the altered prospect of success 4, = P, £ (equation 25).
Therefore:

Age=Py—R.p-E' (26)

3. The failure of systemization. The advantages of systemization will disappear at a
characteristic point, when the pattern of adaptive changes demanded by the environment
no longer agrees with the systemization pattern of the genome. Here I must anticipate
somewhat. I shall show later that systemization patterns copy the functional pattern of
features, and thus the environmental requirements (Section III D2), and I shall consider
the changes in these environmental requirements in Chapters IV to VII. At present I shall
only sketch out the feedback pattern.

The advantages of systemization hold when the pattern of requirements continuously
corresponds to the pattern of systemization.

Assume a systemized genome with the following characteristics (‘—’ signifies 1 bitg):

Number of Decision 1 2 3 5 6 7) 8
Ist preliminary decision a - - - b - - -
2nd preliminary decision a - b - a - b -
Final decision a b a b a b a b
Event (feature) I 11 11 v A\ VI VII  VIII

Suppose that the genome enters an adaptive niche demanding the features [ I IIL IV / /I [IT1V. Four
events (F) must therefore change. The systemized genome would only need to mutate the first
preliminary decision (no. 5) while the unsystemized genome would need to mutate the first
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preliminary gecmions, nos. 5, 6, 7, and 8. Consequently R =3 and E' = 3. The exponent in A, =
P, * P, = will therefore be positive. If Pp, = 10 ™ and P, = 10" the change in the prospect of
successful accomplishment will be positive compared with the unsystemized genome. Thus 4,, =

1074%X63) x 107 X(=2) =10'? x 10" °.This is an enormous adaptive advantage, corresponding to
a number with 16 places in front of the decimal point.

The disadvantages of systemization occur when the pattern of requirements (the
external pattern or the environmental conditions) no longer corresponds to the internal
or epigenetic system.

Let us take the same example but suppose that it enters an adaptive niche which demands the
features I I III IV 7 VI VII VIIL In this contrary instance only the first preliminary deicision (no. 5)
needs to mutate in the identical but unsystemized genome. But in the systemized genome, decisions 6,
7, and 8 must also mutate as independent single decisions. The change in prospects of successful
accomplishment, again compared with the unsystemized genome, will be negative. Three decisions
which up till now have been dismantled as redundant must be interpolated again (R = —3) with the help
of accident (P,; = 10 ™) and their dismantling cancelled out. Moreover it may be that the prospects of

success (P, =107") of three up-till-now correlated features will be tested separately (£=-3) by
selection.

In this instance, therefore, the change in the prospects of successful accomplishment
will ' .reverse. in sign. A, ;=P R - P.E =107 %3 X:1071 %3 =107 201072 =107 3.
This corresponds to an enormous adaptive disadvantage for the prospect of successful
accomplishment will have 14 zeros after the decimal point.

4. The burden of a determinative decision. In the systemized genome this depends on
the number of other decisions that the decision in question implies, and also on the
number of events (features) that it results in. If the required adaptive pattern agrees with
the systemization pattern this ‘latent’ burden will never be felt. On the contrary,
systemization will increase the prospects of adaptive success. However, as soon as the two
patterns depart from each other, the burden will lead to a drastic decrease in the
prospects of success, to a disadvantage in terms of realization or success Age (neg)- This is
the reciprocal of the previous advantages.

Aae(neg} = PmR N PeE’ (27)

We can confidently neglect P, as less important and difficult to estimate. The mere
difference between A, = Py, ~R and A4, ¢¢) = PR is enough to show the extraordinary
advantages offered by systemization of the genome and the equally enormous
disadvantages which may result from the burden of determinative decisions.

5. Canalization of evolutionary prospects. The result is a narrowing of evolutionary
possibilities. This narrowing does not stifle the process of adaptive change uniformly.
Instead the change will conform completely and characteristically to the pattern of the
burden, this latter being a ‘metamorphosis’ in Goethe’s sense. These burden patterns
correspond to the systemization patterns of the determinative decisions in the genome.

b. Freedom, determinacy, and superdeterminacy

It goes without saying that freedom, even in evolution, is a relative thing. How should
we judge freedom within the limits of the determinative process?

In everyday life, freedom within the framework of law consists in those transgressions
which are either tolerated or not noticed, or merely in a certain measure of confusion in
the legislature and the executive, or in those who are expected to observe such laws. As
concerns the transmission of law in genetic determinative decisions we describe this
degree of freedom in the first place as the mutation rate. This asserts that to a certain
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degree, in at most every ten thousandth instance, each point of the law text is granted the
‘freedom’ to alter. It also asserts that the kind, place, and time of the alteration is decided
by accident and that this accident will necessarily be based on the molecular conditions
of this form of law. Such freedom is the failure rate of this particular determinative
process. But in addition there is a monitoring mechanism, being the limits of the
prospects of success. This specifies that, even among the tiniest textual alterations, at most
between a tenth and a hundredth will be tolerated.

In principle, therefore, every point in the text, and thus the text overall, would have
the prospect of being completely changed only at every millionth replication (107¢).
Without doubt this precision is absolutely astounding or even unbelievable, compared
with machines or the other laws of life. However, if we compare the result with the
number of reproductive occurrences and chances of alteration over at least a billion years
(10%) it becomes an unbelievable imprecision. Assuming an average of one reproductive
process per year, which is very cautious, we should expect that every feature in every line
of ancestors of every recent organism would already have transformed completely one
thousand times (10°¢ X 10° = 10*). Comparison between organisms would therefore be
impossible, which is in no way the case.

Certainly there must have innumerable features which have changed one thousand
times. (Imagine for example the changes in the markings of the skin in man’s ancestors,
starting with the predecessors of the fishes.) At the same time a large number are
preserved virtually without charge, e.g. from the central canal of the spinal cord to the
tails of sperms, to the ribosomes and to nucleotide bases.

This determinacy exceeds the precision of the basic mechanisms at least one
thousandfold, and probably one hundredthousandfold or a millionfold. It is a
superdeterminacy or superprecision which could not be reached either by the mechanism
of single determinative decisions, nor by their monitoring process. Instead it depends on
the systemic conditions whose elements I have described as systemization, burden, and
canalization. It is not merely the patterns of organic order which demand this explanation
but also the stability shown by this order.

¢. The building-up and dismantling of decisions

One more question remains. The determinative decisions of the genome differ in rank.
In which rank therefore would the build-up of new decisions occur? For it is both
required and proven that the law content of the genetic manuscript expands with the
evolution of its bearers.?® Even in this connection the consequences of rank and burden
permit a conclusion.

The nature, place, and time of a new decision is a matter of accident, just as with a
change in a decision, so that its prospects of success can be estimated as for a change. As
we saw (equation 24) this prospect (P,) diminished exponentially with the number of
single events (£) affected by the decision. New decisions will therefore be expected to
arise in the lowest ranks and, within these, most commonly as new groups of nucleotides
in the structural genes. They will only gradually be taken into the higher ranks.

The same must hold for the dismantling of decisions that leads to systemization. The loss
of a high-ranking preliminary decision has only a vanishingly small prospect of being
tolerated. The build-up and dismantling of decisions must therefore tend to affect the
lower ranks. The movement of decisions into higher ranks is a result of the general
increase of systemization which, according to the theory, would be expected to occur in
every genome.
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3. The model and its molecular realization, Part II

We are therefore faced with a molecular code of determinative decisions, and the
prospect of survival depends on appropriate adaptation of the whole by deciphering
mistakes in the code. In such a case we should expect two further types of dependence to
arise. I have already called these simultaneous and successive dependence, i.e.
interdependence and traditive inheritance (Section II B4).

I shall deal with the systemization of these two kinds of dependence here, having
already dealt in Section III C2 with the ‘first consequences’ connected with the standard
part and hierarchy. I choose this approach because simultaneous and successive
dependence are themselves affected by the ‘first consequences’. In principle, however,
they are merely two further forms of switching action — ‘synchronous’ and ‘sequential’
switching. I shall now develop a model of these and explain how they are realized at a
molecular level.

a. Synchronous switching — ‘If N, then M’

Synchronous switching is an obvious feature of electrical devices wherever two
originally separate events are supposed to function only together. Thus, in a slide
projector, the lamp cannot be lit unless the blower is running — the blower can probably
be switched on separately but the lamp only when the blower has been switched on
already. The aim of this is to prevent the lamp overheating by a mistake in switching.

We should expect by analogy that the functional interdependence of features (e.g.
organs) in organisms would result in synchronization of the decisions on which the
features depend. In a movable joint, for example, the switching-on of the determinative
decisions to produce one articular surface might also switch on the production of the
other surface, for this would give a great selective advantage. It would be at least as large
as Pp, '. In fact, however, it will probably always be considerably greater than that,
because the modest hypothesis of ‘one feature, one alternative’, which I have used up till
now, will certainly not apply when more complex unities are being altered. The number
of alternatives will increase with the individual events involved, as also with the required
precision.

Thus assume only 10 single features for either articular surface of a joint (£’ and E"). With
independent switching we should expect E' -+ E” = 100 different alterations. If only one of these can
be accepted by selection the prospect of success will be as small as 1/(£' - E”) = 1/100. But if
synchronization decides not merely the time but also the nature of alteration then the prospect of
success rises from 1/100 to 1/10, i.e. by a factor of E. The selective advantage of synchronous
switching would then be A4, = £ - P, ™' . If quantitative coordination is also included the advantage

would be even greater, by a factor x.
We can speak of the increased probabilty of realization or realization advantage under
conditions of interdependence (4, ). This will be

A = pt R (28)

X would correspond to the precision of the required dependence and R’ to the
redundancy which thus arises.

Redundancy will be dismantled even with this synchronous switching. A certain
number of the determinative decisions (bitsp ) required for separate working will become
redundant if the events they determine become functionally interdependent. And, as
soon as this pattern of functional interdependence of the events is copied accidentally by
coordination of decisions, then the redundant decisions will be dismantled which will
bring a selective advantage.
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The advantage of such switching, assuming 10 degrees of precision (X) and ten single
events involved (E), will be about 1 million (44 =10 X 10 X 10% = 10°).

With a non-linear code of this sort it is important that individual groups of decisions
can be synchronously switched over any number of single decisions. Biologists know that
this requirement is fulfilled in the most remarkable fashion by the ‘chemical messages’ of
the genetic system.

b. The regulator-repressor system

In considering the requirements of the ‘selector’ or change-over switch we found that,
starting from an operator gene, the conserved message sequence of adjacent structural
genes can be called up (cf. the operator system, Section III Cld). But a synchronous
switch would be expected to control the activity of distant operons also.

These synchronous switches have been recognized in the form of regulator genes, while
their messages take the form of repressors. To start with, we must distinguish between,
first, the switching action itself and, second, how it leads to synchroneity.

1. The switching action. The action of the operator gene was structurally dependent,
being limited to the cistron (or operon) in the cis-configuration. Genes with a distance
effector, however, can be cis or trans. This fundamental difference depends on the fact
that the messages from these regulator genes are sent off in quantities into the plasma,
which is like an unsorted in-tray. These ‘telegrams’ all contain only the command ‘yes’ or
‘no’ along with the precise address of an operator gene. As soon as one of the huge
number of sent-out messages reaches the appropriate addresses the command will be
transferred. Let us suppose, for example, that it is ‘no’. The regulator molecule looks for
the operator molecule as if key to lock and if it finds a fit it fixes over it and shuts off the
operon function like a lid (Fig. 19a-b).

We need not go further. Molecular genetics is particularly concerned with how the formation of the
complicated protein molecules known as enzymes is controlled. It is also concerned with allostery
which is the double specificity of the repressor, i.e. the alteration of the message from ‘yes’ to ‘no’ or
conversely. Thus an effector can alter ‘no’ into ‘yes’, in the induction of catabolic operons (Fig. 19a)
and ‘yes’ into ‘no’, in the repression of anabolic operons (Figs. 19b). 2¢

In addition to these ‘negative controls’, systems of positive controls are beginning to be discovered.

In these an activator, allosterically controlled by an effector, activates the previously dormant process
of reading the gene.?”

2. The synchroneity of the switching action. The mechanism just discussed is
potentially capable of synchronous switching. There is only one additional requirement.

Repressor inactive
Effector without
Regulator R* inactivates © R* ——r'effector
/ *pressy
Operator t l] l]/
activates

Closing of operator Closing only
only without effector with effector
o b

Fig. 19 a-b. The regulator-repressor system. An example of negative control of the
activity of operons involving co-operation with an effector.. (a) The induction of
catabolic operons where the repressor is inactivated by the effector. (b) The
repression of anabolic operons where the repressor is activated by the effector.
Compare Fig. 18. From Bresch and Hausmann (1970).
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This is that the repressor should not be specific for one address only, among the countless
number that exist, but for more than one, as would not be surprising. This requirement is
likely to be satisfied, not only because of the molecular conditions, but because the
selective advantage so attainable make it probable to the point of certainty.

Indeed the process is already a solid constituent of molecular-genetic theory. I have
already discussed the principle and how it shows itself when I discussed the group key
and transdetermination (Section III C1d).

All this refers to the molecular-biological aspect. In morphological and developmental
physiology an even greater quantity of material can be understood by assuming
synchronous switching. I shall deal with this in Chapter VI.

¢. Sequential switching — ‘N only after A’

This last wiring instruction likewise seems self-evident, for all the three types of
switching action so far described appear to be impossible without its help. Thus it is
obvious that in a record player the playing arm cannot swing in and come down on the
record until after it has been lifted up. In a washing machine the heating switches on and
the drum turns only after filling with water. There are hundreds of other sequences which
are every day so obvious that they need no explanation.

In the genetic system, however, there is a complicating circumstance which is just as
necessary, but less obvious because it is not immediately visible in everyday life. This is
that the building instructions are copied from one piece of apparatus to the next along
with the operating instructions. Every piece of apparatus has its own history so that we
should expect the building instructions (even for a washing machine or a record player) to
contain an account of their own course of development. To prove the absolute necessity
that even historic, archaic decisions must be kept available, I shall discuss a simple
example quantitatively.

1. The impossibility of not conserving old decisions, a quantitative example. For
illustration consider Fig. 20a—f. A letter of the alphabet, regarded as analogous to an
extremely simple technical or biological system, is adaptively built up and modified step
by step. The modern nhenotype O has evolved through the sequence I L C EF AN O (Fig.
20c). Adaptive modification to form Q will happen much more easily by repeating the
whole series, than by way of the much shorter and teleologically simpler series [ L C O Q
which omits the detour EF A N.

For purposes of calculation the playing rules are as follows: There is a framework of squares with
positions for ten bars (features). At each reproductive process each feature can with equal probability
(P, = 107*) disappear or appear in an unoccupied position, i.e. could be wrongly placed in 9 out of 10
possible positions (P, = 107"). The prospect of success of each step is therefore Py, = Pe = 10"*and this
applies al§o in passini_ from O to Q. The prospect of building up E features in the correct position and
sequence is (P, * Pe)”.

There are theoretically two ways of changing the phenotype. The organism could
either follow the teleologically shortest path, omitting detours. Or the organism could
repeat the detours, which are large but specified by determinative decisions, and then
introduce a single, new, accidental decision. The selective advantage of the second way
over the first is the difference in the probability of successful mutation assuming a
principle of traditive inheritance (4 4e;). This is equal to 1/(P,, « P,) E—1) je.

e e ) (29)

This is the selective advantage (taking into account the prospects both of realization
and of success) under conditions of traditive inheritance. In our example we can
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Possible positions of the 10 features d E f l_mumasﬁs
OEECUDICAN i —MAS
' El was MES
Adaptively preferred phenotypes 2 %LJ m];lﬁé
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Fig. 20 a-f. The order-on-order system illustrated by adaptive change in letters of
the alphabet. The ten features (a) that constitute the letters (b) change from above
downwards by addition or subtraction of a single bar (+ or —; ¢). They pass through
detours which teleologically could be avoided. Compare d and e. (f) The
‘ontogenetic’ stages TOM to ARS of the definitive stage ONYX to illustrate a
fairly simple case.

theoretically either transform the determinative sequence ILCE FANOinto ILCEF
A N O Q by accident, or into I L C O Q by accident. The selective advantage of the first
case with E=5 is Ay, = (1/P,, * 1/P,)E-1/=(10* X 10)* =10°%* =102°. This is a
number followed by 20 zeros.

Another possibility with the same example would be to shorten the detour by a
mutation in the embryonic stage C (Fig. 20d) so that the determinative decision C = £
disappeared and C — O arose. But then the organism would have to await the coincidence
of this mutant with a second mutant O — Q. This chance of shortening exists but is
100 000 times s:naller than that of the longer detour (4,4, = 107%). With increasing
complexity it too will disappear completely (Fig. 20f).

Such simplified models give little conception of the requirement that new development can only be
undertaken after passing through all previous stages of development. For example, the wheel with
pneumatic tyres is only conceivable by way of the solid-tyred wheel, the spoked wheel, the disc wheel,
the cylinder wheel, and the rolling cylinder. I shall discuss this exhaustively in the morphological
section (Chapter VII). At present I shall continue to consider the characteristics of systemization by
sequential switching.

2. Time and redundancy. Sequential switching brings the temporal dimension into the
discussion for the first time. Indeed this mode of switching is the temporal component of
the other three wiring patterns. As a result certain ideas such as redundancy and
long-windedness, already familiar within a single time-section, show new characteristics.

We have already recognized that the essential feature of systemization is the avoidance
of repetitions and prolixity in printing determinative decisions. This is because order,
developed on the basis of accidental decisions, is the easier to modify adaptively the more
it can be excluded from undesirable accident. This is the kernel of the matter. It is, so to
speak, the paradox of the evolutionary mechanism. Repetition and long-windedness, and
indeed cancellation and circuitousness, are necessary in building order up. But they have
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no further role to play as soon as the decisions behind them move away from the
unreliability of adaptational accident, i.e. as soon as they become required history.

Thus, to refer to the example (Fig. 20¢), the decisions which cause the events I L C E
F AN O Q to be repeated are redundant in the sense that those which lead to O no longer
need to be shielded from accident. This is true no matter how ‘long-winded’ the historical
path may seem.

Long-windedness in this sense is the invasion of accident into determinative laws. The
to-and-fro of environmental conditions forces the self-coding system into crooked
adaptive paths. This to-and-fro, so far as our powers of insight are concerned, is a game of
chance. The inorganic aspect of history has no meaning. It merely exists.

d. The order-on-order system

The way in which sequential switching is realized in the molecular realm is likewise
obvious. Indeed it is so transparant that little needs to be said. For how could any
determinative decision be effective except in a system that is already almost completely
excluded from accident? It needed the creativity of a man like Erwin Schrodinger®® to
see beyond the obviousness of the facts.

His ‘order-on-order’ principle showed that order necessarily depends on order, as has
since been fully confirmed. And it also showed, as we can add, that accident which
complements order, and from which order must arise, can only be allowed a vanishingly
small part in the system. However, in morphology the consequences of sequential
switching are an extremely complex and much more opaque area (Chapter VII). In
studying it, many arguments and results can be added to Schrodinger’s.

To look back, it is virtually certain that the systemization of genetic determinative
decisions will be arranged in four patterns. This assertion is based on the enormous
selective advantages which accrue from these four basic patterns of wiring, for all four
greatly reduce the extent to which adaptive instructions depend on accident. The four
switching patterns mutually condition each other in many ways. Indeed they presuppose
each other and in this respect form a unity and a functional whole. They represent, as
shown later, all the symmetries of dependence possible. Having proved how these
switching patterns are realized at a molecular level, we can now move forward. We now
need to ask whether, and how, the molecular switching patterns will produce macroscopic
patterns of order.

D. PATTERNS OF SYSTEMIZATION AND PATTERNS OF FEATURES

1. We already possess the key to this connection. It consists in the concepts of
burden, superdeterminacy, and canalization (cf. Section III C2). It amounts to the
principle of ‘lack of freedom tomorrow for freedom today’. The mechanism consists in
the connection between a preliminary decision and the number of the events or features
E which depend on it — a number which raises the prospects of successful adaptation to
the powerE (equations 24 and 25). The mechanism ought already to be obvious in
morphology.

2. But should we not expect that today’s disadvantages, which pay for yesterday’s
advantages, would also wipe out the originally successful pattern? On the contrary, the
advantages will probably be lost again as a sort of payment, but the burden pattern of the
molecular realm will be re-emphasized in the morphological realm. Molecular causes have
morphological causes as true partners, connected with them by a reciprocal two-way
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feedback connection. These morphological causes will be presented in Chapters IV to VII.
At this point I shall only indicate the principle involved.

1. Patterns of features are systemization patterns

I shall start with the antithesis between phenotype and genotype as being the easier of
the two approaches. What consequences would the four systemization patterns possess in
the morphological realm?

a. Repeat switching, nucleic acids and the standard part

1. Repeated switching of identical DNA sequences and their morphological utilization
must be the cause of every standard-part pattern of order in the morphological realm
(Section II B3g). Furthermore, standard parts occur at all levels of complexity, from that
of proteins to that of complete individuals, while the replicated sequences are not in
principle limited to DNA. This indicates a complete agreement between the wiring
pattern of the replication switches in the realm of the gene, and of the standard-part
pattern in the realm of morphology.

2. The canalization of standard parts in the phenotype depends on their conservation
— on the considerable difficulties which selection raises to every departure from the
standard. I shall deal with this in Chapter IV. I shall only anticipate by saying that the
degree of fixation of standard parts is connected with the number of different positions
that the particular standard part takes up in the organism and with the burden that the
parts have to carry.

By way of analogy, consider the standard screw fitting of electric lights. Changes in this would

always be rejected by selection in the market until a whole industrial group had, by accident, altered a
sufficient number of types of sockets to correspond (cf. Fig. 30c).

b. Selector switching, operon and hierarchy

The pattern of hierarchy is less obvious than that of the standard part. At least I
personally made many mistakes before I saw the connection. Correspondingly it is more
difficult to explain and I want to be as precise as possible.

1. I shall begin with the operon. As explained already, this consists of one or two
preliminary decisions (promotor and operator genes) which give the signal to a set of final
decisions (the structural genes). If a preliminary decision is stopped then all the
subsequent decisions are also stopped. This establishes the basic structure of hierarchical
order in decisions, as already explained in considering the dismantlement of hidden
redundancy (cf. Section I B2d). Functionally it is the same connection as between ‘the
last preliminary decision’ and the ‘final decision’ as discussed above. Its establishment is
compelled by the same extraordinary selective advantages that are offered by the
dismantling of hidden redundancy.

The molecular biological mechanism involved in this ordering of determinative
decisions into groups strongly suggests that periodic patterns will be formed. That is to say
that decisions (promotor-operon systems) will be established which over-rank several
operons (the group key in Section III C1d). Indeed we should expect that these decisions
would form systems of enormous complexity, with preliminary decisions of several ranks,
as in the transdetermination phenomenon. There would thus be a series of preliminary
decisions ranked one above another so as to reduce hidden redundancy more and more
effectively, as selection more and more insistently demands.
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Thus all conditions for the hierarchical pattern are fulfilled, i.e. the triangular units of
preliminary and final decisions and the superstructure of further preliminary decisions.
The genetic and somatic patterns of hierarchy undeniably correspond to each other.

The opacity of the problem, however, consists in the difficulty of recognizing the morphological

derivatives of the hierarchy phenomenon (as described in Section If B3b) for what they are. The whole
of Chapter V will be devoted to this question.

The ubiquity of the hierarchical pattern of decisions is caused by its enormous
selective advantages. Its stability is maintained by the burden, which increases
exponentially with the rank of the preliminary decision. The burden, in turn, causes the
prospect of successful alteration to decrease exponentially.

2. This leads to the same crucial question. Canalization will have disadvantages, for it
will make features less adaptable. Why, therefore, does selection at the somatic level not
wipe the canalized pattern away? But, in fact, the opposite happens. Adaptive
modifiability disappears as the burden increases. The hierarchical pattern, however, is only
strengthened by the burden, since the functional burden of features completely
corresponds to that of their determinative decisions. Gene and feature form, for selective
purposes, a whole. The hierarchy of the gene is only semantically distinct from that of
the feature. The factual agreement between the two hierarchies exists because their
mechanism is one and the same.

As I shall show at length in Chapter V, the hierarchy of decisions and that of features are
mutually dependent in the way that they are built up. The genes decide the possible ways
of simplifying the switching system, while the features decide the contents and limits of the
hierarchical structure. This structure thus consists in the fact, that both decisions and
events have content only through their subordinate features, and have meaning only
through their features of higher rank.

For illustration I recall that the final decisions are the content of the last preliminary decision, but
its meaning is decided by earlier preliminary decisions. The content of the vertebral column is the

vertebrae, while its meaning is contained in the vertebrate ground plan. The contents of the concept
‘car’ is the kinds of car; but it has meaning only within the concept ‘vehicle’.

¢. Synchronous switching, the regulator and interdependence

It is easy to see that the structural pattern of synchronous switching in the molecular
realm agrees with that of interdependence in the somatic realm. In symbolic form we can
write: ‘If N, then M also’. It is then obvious that the structural difference is no greater
than that between decision and event.

1. The real question about the agreement is not the similarity in principle of the two
patterns. It is whether they are identical. Even here, however, certainty is easy to reach.
For what is synchronously switched at the genetic level will show connected, dependent
alteration at the morphological level. And such connected changes of several features
through alteration of a single decision are well known as the phenomenon of pleiotropy.
A synchronization must have occurred wherever features are affected which arose
separately in phylogeny and which therefore could only have become synchronized later.

Obvious examples are the spindle-fingered mutant of man, where spindle-shaped fingers go with
lens-shaped eyes, or the gl-mutant of the mouse, where pelt colour and bone structure are correlated.
In both cases the features affected arose independently in phylogeny. I shall discuss pleiotropy (or
polypheny) in detail later.

We should expect that selection would tend to synchronize all those decisions whose
resultant features (phenes) were functionally dependent on each other. And that it would
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remove all synchronizations between phenes which needed separate adaptive
modification. In this sense we should expect the interdependence pattern of genetic
switching and of phenetic function to be one and the same.

2. But even interdependence, though promoted by selection so long as it leads to a
meaningful switching of functionally dependent features, will lead to canalization. And
the canalization will still hold when the primitive functional dependence of two phenes
ought to be altered, given up, or even avoided, because one of the partners has changed in
function. If the genetic synchronization cannot be backmutated, because of the burden
that it has in time acquired, then yesterday’s advantage will again become today’s
canalization and today’s disadvantage.

The adaptive advantages of interdependence will lead to canalization if one of the
interdependent features change in function. But this canalization may remain in force
because of burden and selection (cf. Chapter VI).

The pleiotropy phenomenon seems, at first sight, to contain a majority of such deleterious
examples (see above). They are not truly a majority, however, but merely the most striking among all
interdependent single mutations. Beneficial alterations of originally separate features are no less
astounding, but are less unexpected. Examples are the mutually adaptive alterations of the pelvic
bones and sacral vertebrae, of the ear ossicles and the ear drum, and of the last molars in the lower and

upper jaw. Synchronization only becomes surprising where it concerns the coadaptation of originally
independent features (Section II B3¢). Here it is a well-known problem.

d. Sequential switching, order-on-order, traditive inheritance

It is a similar problem when the patterns of sequential switching and traditive
inheritance are considered. In the realm of decisions the statement ‘N only after A’ must
give in principle the same pattern as do the events which follow the decisions.

1. The first question, again, is that of identicality. If alterations are successful, even
to the slightest degree, and if selection will only accept those series of gradually added
decisions whose increasing consequences of events are functionally coordinated with each
other, then the identicality of the two patterns will be virtually certain. Established phene
sequences will be switched by sequences of gene effects. And what is switched in this
manner, must have its equivalent in identical sequences of phenes.

Traditive inheritance only becomes a problem when the detours in a developmental
series of phenes become so large that they no longer seem necessary (illustrated
symbolically in Fig. 20f). In other words, when the functional necessity for a process or a
structure no longer seems obvious. This sometimes happens in the study of behaviour?®
and the ethology of cultures.®°

The problem becomes an enigma when yesterday’s advantages of repetition have
become today’s disadvantages of canalization — when a whole species is driven to death
by sticking to outdated ways.

2. Why then is the traditively inherited pattern not everywhere dismantled when it
leads to a drastic limitation of the adaptive possibilities? We have already seen why
(Section III C3c and Fig. 20a-f). Canalization by tradition is unavoidable as soon as the
prospects of successful change disappear. This happens through a high burden of decisions
in the sequential pattern.

Naturally, traditively inherited patterns do not remain untouched by selection, which
in some cases has attempted to modify them for a thousand million years or more. I shall
consider this in Chapter VII. This often leads to simplification, generalization, or to a
symbolic language of structures. The more complex of the traditively inherited structures,
however, are never completely disssolved.
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2. Systemization patterns are patterns of features

To summarize, I have asserted that the four basic patterns of structural order coincide
with the four basic patterns of systemized switching in the genome, and very probably are
causally identical with them.

1. This assertion will be judged on the consequences that we draw from it. We could
say that: ‘The patterns of change in events correspond to the patterns of change in the
determinative decisions.” But this would be merely self-evident. It is probably more
interesting to say that: ‘The orderly patterns of the phenotype are a consequence of the
systemization patterns of the genotype.” For this necessarily means that the causes of the
orderly phenomena are grounded in the self-designed systemic conditions of organisms.
They are never imposed by external conditions. There is no special kind of selection that
promotes orderly patterns. There is only one kind of selection. And it is the possibilities
or impossibilities of the storage and decoding mechanism of determinative decisions
which specify the formation of such special systemization patterns under the pressure of
this single kind of selection.

This recalls the ‘inner principle’ which has been demanded often and energetically to explain the
results of evolution (cf. Sections I Ala and II C2). For the language is the same, in whatever theory it
is presented. But I hesitate to speak of an inner principle, when ‘inner’ and ‘outer’ would signify no
more than ‘organism’ and ‘life’, or ‘structure’ and ‘function’, or ‘object’ and ‘constancy’. It is only the

systemic conditions that matter and which we are interpreting. Mutation and selection do nothing
except the tasks that we have already seen for them.

2. I have stated that the patterns of order of the phenotype are a consequence of the
systemization patterns of the genotype. But this is not all. For the orderly patterns of the
genotype must vice versa be a consequence of the systemization patterns of the
phenotype. We have already seen this reciprocal effect several times.

It would be naive to assert that so complex a whole as the evolution of organisms could have only a
single cause e.g. a molecular one, and that mammals, man, and Michelangelo’s Moses were its

unidirectional effects. It would be equally naive to assert that only function could be the cause of
structure, that only the egg could be the cause of the hen.

Again we could say that: ‘The possibilities of change in decisions correspond to the
patterns of change in their events.” But this is also merely self-evident. It is more
interesting to say that: ‘The orderly patterns of the genotype are a consequence of the
systemization patterns of the phenotype.” For with this we assert that the structure of the
genotype and the epigenetic system must be related to the functional patterns of the
phenotype and must contain their history.

The epigenetic system must include the same primitive features of the early morphotype
as the organism does and, like the organism, it must contain a shortened history ofitsown
origin.

a. Copying of functional patterns by the epigenetic system

This can be expected because the same selection conditions will always hold when a
synchronous feedback is established (Sections III C3z and III D1c). To be more precise,
the decision that establishes the new connection will as yet possess scarcely any burden. It
could still be backmutated, and lost without harm. Consequently selection can only act
successfully on the decisions through the functional connection of the synchronized
group of features (events of phenes). If the relationship between the pattern of features
and that of decisions is a true functional connection, demanding a simultaneous adaptive
change in both, then the mutant will have a definite selective advantage. But if the
relationship between the parts demands the retention of the greatest possible adaptive

92




Patterns of Systemization and Patterns of Features IIID2b

independence then the synchronization will, to the same extent, result in selective
disadvantages.

Consider the feet of ungulates, for example. In the evolution of the cloven-hoofed ungulates a
synchronization of the third and fourth toes would be advantageous, while in the odd-toed ungulates
it would be disadvantageous. The harmonious ck .nges of proportions known as allometries include
numerous quantitatively defined examples of this sort.

However, among the accidentally produced synchronizations, selection will
systematically promote the functionally appropriate ones. Consequently, the pattern of
synchronous switching will more and more copy the then valid functional patterns.
Correspondingly, dependences will arise with repeat switching. The epigenetic system
copies the functional interdependencies of the phene system.

It is a different matter when such interdependence acquires burden, becomes almost
inalterable, and by the canalization effect remains anchored in the deeper layers of the
epigenetic system.

b. Conservation of the original pattern

This can be expected because patterns of decisions that have a certain degree of
burden have no real prospect of being fully dismantled (as already shown in Section C3¢
and III DId). They can only be built upon. Standard-part, hierarchical, and
interdependent patterns are all affected in the same way. The consequence is that the
epigenetic system, in its developmental-physiological course, will contain a recapitulation
of its own history, though in increasingly symbolic form.

In the morphological part (Chapter VII) I shall prove this and answer the relevant open questions
which we have already recognized as subproblems of the phenomenon of traditive inheritance.

Thus we should expect imitative and recapitulatory potentialities and processes. If so,
a further consequence would follow. This is especially important because it makes it
possible to test the new theory methodically. We should expect that the ontogenetic
functional states of the epigenetic system would represent a simplified recapitulation of
the functional states that are run through in phylogeny. We should equally expect that
the physiological states would correspond to a sequence of meaningful events and thus to
the pattern of previous positions in which commands are given out. Furthermore, the
direction in which the commands flow would correspond to the positions and directions
in which they were established millions of years ago.

I shall try to show that all these expectations hold.

A short halt is desirable before starting to consider morphological complexity —
which, being better known, is more extensive. The epistemological and
molecular-biological results so far achieved (Chapters I, II and III) are in themselves not
totally convincing.

The origin of four patterns of systemization indeed now seems highly probable on
grounds of selection. I have also demonstrated a parallel with four molecular genetic
mechanisms which probably correspond to these patterns of systemization. Moreover, I
have shown a parallel between these four patterns of decisions (interactions of genes) and
the four patterns of events (or features).

Indeed one could assert that this parallelism is so likely to represent a causal
connection that, if the orderly patterns of event were not already known, they would be
required to exist. I dare not ask the reader to agree on that basis, but a great mass of
evidence and proof will follow.
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Finally all holists know, and some reductionists suspect, that in an evolutionary
mechanism neither accidental decisions nor necessary events can be the exclusive cause
of the other. The evolution of living organisms can be understood only as a system. Since
Bertalanffy’s courageous work this has become a biological theorem.?' Egg and hen can
only be understood as mutual causes and mutual effects of each other. This corresponds
to the view that causes must necessarily be multi-directional, forming feedback loops that
interact with their effects — a view that has been self-evident in physics since Galileo and
Newton.?? In biology, however, it still has to be convincingly argued, however difficult
that may at first seem given the complexity of living organisms. In short, I must now turn
from the molecular aspect to the morphological aspect of the same object.
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CHAPTER 1V
THE STANDARD-PART PATTERN OF ORDER

A. INTRODUCTION AND DEFINITION

The standard-part pattern of order is the first to be considered, because without it
even recognition is impossible. In presenting it I shall have to consider histology and
cytology as well as anatomy. It will be easy to document and establish it. The
standard-part, or normative, pattern is evident from the observation, or occurrence, of
events (such as structures) agreeing so well with each other in constitution and mode of
occurrence that no doubt remains of the presence of identical determinative laws. We are
dealing with what is called ‘the same thing’, with classes and standards, or, in the sciences,
with building blocks, units or identicalities. We are dealing with repetition whose content
is known in information theory as redundancy. Standard-part order is extraordinarily
universal. It reigns at all levels of thought and in the lawful and predictable external
world.!

Consider how the concept of the standard or norm, is applied in algebra and printing,
sport and justice, in Communist labour laws, in petrography, social sciences and medicine,
but particularly in economics, science, and technology.

a. A fantasy world without standard-part order

A world without standard-part order is unthinkable. It is unthinkable even to fantasize
without standard units. This is so amazing that I must ask the reader, if he will, to
experiment on himself. In doing so he should remember that every concept that can be
drawn from this book, every word printed in it, every letter put in printer’s ink on the
paper, each of the downstrokes of an ‘m’, is recognizable only because of its repetition or
repeatability. Redundancy of observed phenomena is a precondition for all knowledge. I
showed this already in Chapter I.

In Fig. 21a-d I have tried to trace the dissolution of standard units but of course unsuccessfully.
The simplest standardized order conceivable (Fig. 21a) is somewhat like a crystal. When
standardization of position disappears, description becomes considerably more long-winded. When
standardization of structure disappears (Fig. 21c) each individual symbol would need to be described.
When identicality of size and thickness disappears (Fig. 21d) the figure becomes even more confused,
but symbols are still present as standard units. If this class also disappears, then we lose even the
concept of this collective, but the situation is still thinkable. One or two further steps, no longer
picturable, and even imaginability will fail. For imagination fails at the limit of the utmost conceivable
standard part.

But if recognition and imagination are unthinkable without standard-part order, how
can we be confident that such order objectively exists? Is it possible, as already touched
upon, that the supposed standard properties in Nature are in fact thought-standards that
we project into Nature, so as merely to be able to think about Nature? The simple
solution to this confounding question will be recalled from Section 1 B2: What is not
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Fig. 21 a -d. A graphical attempt to dissolve standard-part order. (a) Standardization
of structure is complete and standardization of position is almost complete. (b)
Standardization of structure is complete, but standardization of position has almost
disappeared. (c) Standardization of structure is disappearing, remaining only as the
standard characters of ‘symbol’, ‘size’, and ‘line-thickness’. (d) Even standardization
of size and line-thickness has disappeared.

identically repeated, we do not understand. Wherever we can make predictions or
recognize rules or law or meaning, then determinative happenings must redundantly
occur, and standard-part order must reign.

b. Masses and classes

I shall make a few more remarks in general before concentrating on the standard-part
order in living organisms. For organic standards are only a special form of universal
normative order.

1. Distribution. The distribution of standard units extends from elementary particles
through atoms, molecules, crystals to celestial bodies. And from universal concepts
through words back to elementary symbols. Standards are stable or more probable states.
Standard parts are identical units of regularity which, under defined conditions, exist long
enough to be observed.? They extend from cells and organs through people and through
family norms and social norms into every part of everyday life. They extend from cars,
through TV channels and down to pins.

2. General features. These are obvious if we widen our stochastic theorem of
homology, taking this theorem as an instance of a more general law. We recognize
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identicalities if, under the same conditions (positional criterion) the same thing
(structural criterion) is always and exclusively (conjunctional criterion) to be observed.
The positional criterion can be shown by the simple statement:

<=is Sou~euoe 'w =erp 1o -eed

There is a position and a place (conjunction) for everything. If, for example, the
dumbbell shape occurred in a molecule, a spore, in a gymnasium, or in a galaxy, then,
however similar the shape, we should rightly conclude that here was mere analogy, not
identicality. Think, for example, of the similar orbits of elementary particles and of
planets.

Structure is convincing in proportion to the extent of the features. We do not
confidently identify two moving points of light in the night sky; but we do identify two
complex structures as, for example, two Boeing 747’s. ‘Metamorphoses’ or basic
morphological transformations occur both in the inorganic and organic worlds as
modifications of identicalities such as B.B. .4. 6.b. The transitional criterion (cf. Section
II B242) applies in the inorganic world also; thus the identicality of the Phoenician 4 with
our R becomes obvious by way of P P R of archaic alphabets.?

3. The fates of standard entities. These also show general features, which can be covered
by the concepts of production, collectivization (stereotyping or deindividualization),
systemization and individualization or reindividualization. If a unit of regularity exists in
a particular framework of conditions then, among all possible units, the identical ones
will have the greatest prospect of likewise existing, or surviving.

Think, for example, of the restricted existence of the innumerable breakers on a shore line. There
will arise identical individualities by the action of like parameters on the same place, so long as the
conditions of sea and coast are the same. Consider also the deindividualization of unlike waves to
identical standard waves appropriate to the roughness of the sea. The same standardizing conditions of
formation must extend from an elementary particle to a living individual. Both, as we say, are
‘conditioned’, ‘selected’ or ‘tuned’ towards the condition of the great mass of individualities, because
of increased prospects of stability.

But the mass of individualities in turn produces new conditions. Not only are there
mutual dependences and interactions between the standard parts to form systems. There
are also reindividualizations and diversifications of standard parts under these
interactions. I shall give no further general examples here but treat them, because of their
significance, in the morphological part (Section IV C3).

The standard or normative order of biological structures therefore seems to be only a
special case. However, I shall now leave this generality, with its philosophical and indeed
political implications, so as to go more deeply into the regularities of this special case.

B. THEMORPHOLOGY OF STANDARD PARTS

As in the later chapters (V to VII) I wish to separate facts carefully from theories,
although the theoretical solution of the remarkable facts is temptingly obvious from what
has already been said. I shall be methodical and explain the manifestations of the
standard part first, and its causes later.

1. Complexity, quantities and transformations

First I shall describe the single individualities of the standard parts.

a. The limits of identicality

I have already considered the limits of identicality of biological standard parts in
Sections II B2 and II B3a. Essentially the homology theorem implies the probable
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existence of identical standard parts. In other words, their existence is shown by the
improbability that systems true to the positional-structural criterion and the
conjunctional criterion might depend accidentally on different determinative regularities
and thus be different in origin.

1. Degrees of complexity. Cell types in metazoa and individuals in species represent
the degrees of complexity where identicality is least in doubt. For we know that
individual organisms depend on identical commands, while in cells the total laws of such
commands have been suppressed except for a special identical section of them.

This choice of identical commands in many cells of the same organism (which all must have
received the same total laws) is the process of embryological induction. The latter implies, for
example, that in forming the lens of the human eye, a substance goes out from neighbouring tissues
and permits in the region of the future lens only a single highly specialized cell structure and cell
position. The genome of these cells is identical and the inductive substance is also identical, so it must
be identical commands that act on the individual cells.

We must also postulate the identicality of the tiniest organelles and ultrastructures,
such as the ribosomes. How otherwise could different ribosomes translate a strip of DNA
into identical proteins (cf. Fig. 17a-d)?

The standard parts in the smallest units of organelles, organs, and colonies answer the
most stringent epistemological demands that can be made on them. The identicality of
the determinative decisions that they depend on is therefore certain. There is no reason to
doubt the standardized identicality which constitutes them in such a visibly congruent
manner. Consider, for example, the cilia of an epithelial cell, the hairs of the human head,
or the cormidia of a siphonophore (cf. Fig. 10a-h).*

2. Limits of identifiability. There is a limit to the identification of standard parts only
in the lowest submicroscopical region. It exists where the particles are so small that
sufficient structural details cannot be produced by the electron microscope to establish a
high enough accidental improbability. If the complexity is still further reduced, so that
actual molecular structure can be worked out, then identicality reappears (as indicated in
Section II B24). This is the case when the degree of isology in macromolecules is so large
(i.e. their chemical similarity) that no accident could explain it. Thus, in the example of
the cytochrome ¢ of mammals and yeast (Fig. 8a-b), we must assume the reign of
identical regularity — the existence of identical standard parts on the basis of identical
commands by identical genes.

There is thus only one zone of uncertainty in which, for the moment, morphological
structure is too small to be resolved by our methods and the molecular structure too
complex. Normative or standardized events, therefore, extend from colonies of animals
down to chains of polypeptides. Biological standardized decisions, as opposed to standard
events, extend from the 20 amino-acids down to the four bases of DNA.

b. Complexity and quantity

The numbers in which the standard parts of organisms occur range from two
identically formed examples (e.g. the lungs, kidneys, or eyes of vertebrates) through 10**
identical cells and 10'® or more identical giant molecules. There is a broad connection
between the number and the complexity of the building blocks in an organism. The
number of standard parts usually increases with decreasing complexity, because each
standard part of a given complexity is built up of numerous standard parts of the next
lower level of complexity. I have already discussed these levels in Fig. 13a-d and in
Section IT A3.

With regard to this correlation it must be remembered that the degree of complexity
of organisms themselves can differ, from bacterium to man, by at least 12 orders of
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Fig. 22. The origin and fate of standard parts. Shading indicates evolutionary paths
which have been followed particularly often by standard parts from their origin to
their appropriate phylogenetic final condition.

magnitude (10’3 to 10?° as shown in Section II A2). In the larger order of magnitude
the maximum number of identical standard parts is differentiated. With increasing
complexity of the standard parts the variation in complexity of the groups of organisms
in question neverthess decreases (e.g. Metazoa, Bilateria, Chordata) and the range in
number of similar standard parts also decreases by 10 or 102. The range in number of
organs and metameres decreases similarly.

c¢. Origin and fate

The origin and fate of standard parts follow two partly crossing paths. There are two
ways of arising and two ways of finishing (Fig. 22).

1. Mode of origin. Two ways of origin are conceivable — successive and simultaneous
formation. So far as our knowledge of phylogenetic relationships allows a reconstruction,
the following path seems to be preferred.

The first anlagen arise in many cases simultaneously. This is certain for the origin of
vertebrae, teeth, scales, and the individuals of colonies and can be assumed for cormidia
and gills (of chordates), metameres, parapodia and coeloms (of the Articulata). Perhaps
the first phase of morphological formation has always been simultaneous.

Actually we do not know this, for example, as regards the standardized cell types of metazoans or
for the organelles such as cilia. It must be remembered, however, that the same principle of
identicality exemplified by homonoms within an individual is also shown by ‘correspondence’ in the
individuals of a species, and by homologies in the individuals of a phyletic group. This shows that
standards or norms in the wider sense will probably always arise simultaneously. The tiny molecular

first appearance of a mutant will, if successful, become distributed until its further elaboration
becomes visible.

After its origin as an anlage, every standard type seems to be able to swing into a phase
of successive increase in number. Examples are the lengthening of the rows of cormidia in
the growing stem of a siphonophore, of the chain of proglottides in a tape-worm or the
metameres, parapodia, and gills of the polychaete worms (cf. Fig. 10c). Other examples
are the replication of vertebrae (which number 435 in the giant snake Python molurus),
of fin rays, of brain cells, cilia or ribosomes. All this is obvious, but I stress it since it is
important for the ways in which selection acts on the standard part (Section IV C).

2. The fate of standard parts. This lies between two extremes. Most standard parts
reach enormous numbers and, as mass building blocks, become subordinate to
overranking systems. There is extremely little differentiation into subordinate standards
in this case, seeing the numbers of building blocks, the number of species that have them,
and their age. Consider, for example, the cilia, the retinal cells, the striated muscle fibres,
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Wart-hog

Primitive amphibian Branchiopod

Fig. 23 a-j. Individualization of standard parts. Two examples are shown:
homodonty (a) turning to heterodonty (b-e) in tetrapods; and homopedy (f)
turning to heteropedy (g-j) in crustaceans. (a) Eryops, Permian-Carboniferous,
(b) Castor; (c) Eusmilus (d) Elephas; (e) Phacochoerus; (f) Branchipus (g) Phtisica
(h) Phronima; (i) Alpheus; (j) Stenopus. (a-e) after Gregory (1951); (f-j) after
Riedl (1970).

the alveoli of the lungs, the glomeruli of man’s kidneys, the ciliated chambers of a sponge
etc.

On the other hand, a certain number of standard parts show reductions, decrease in
number and, what is specially interesting, a process of differentiation which can be called
individualization (cf. Fig. 22). Classical examples are the teeth of mammals and the limbs
of most crustaceans (Fig. 23a-j). In mammals the teeth emerge from anonymity and
identicality (as in primitive tetrapods, Fig. 23a), reduce in number and begin to develop
the special differentiations of the individual teeth of the orders of mammals as in
carnivores, ungulates, elephants etc. (Fig. 23b-e). In crustaceans the almost identical limbs
of Anostraca (Fig. 23f) become so individualized in function that, in the higher groups,
every appendage can be distinguished (Fig. 23g-j). The metameres of articulates, the
vertebrae of mammals, the plumes of birds, and many other standard parts follow the same
path from anonymity to individuality.

Contariwise this individualization can disappear again if a new change of function demands it. Thus
heterodonty has disappeared in some whales.

This individualization or ‘weakening’ of standards does not lead to their disappearance.
It cannot, however, be regarded as an exception to the rule, for it happens too often. This
regular occurrence is important. For it emerges that differentiation of individuals happens
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in those standard types which occur in relatively small numbers and which, above all, are
situated at the distal ends of functional series. I shall return to this later.

2. The placement of standard parts into systems

The next question concerns the positions in which types of standard parts are found to
be inserted into organisms. More precisely, what position do they take up anatomically
and in functional chains and what correlation is there between their position and their
fate?

a. Positional standard parts and symmetrical standard parts

The alteration of symmetry relationships with increasing differentiation has long been
of interest to morphologists. Translated into our terms it is a question of differentiating
those positional standard parts which are the largest constituent building blocks of
the organism. It is found that, with the progress of evolution, the axes of
differentiation-polarity increase in number and the possible planes of symmetry between
identical standard complexes correspondingly decrease. This can be seen as an
individualization of what had been positional standard parts.

Thus spherical symmetry, without definable axes, is mainly found in pelagic protists and in
sponges; radial symmetry, with one axis, is mainly found in coelenterates; and bilateral symmetry,

with two axes and one plane, is found in all higher animals. The correlation between degree of
symmetry and lowliness of organization should not be exaggerated, however.

Subordinate positional standards, such as implied by the bilateral symmetry of the
primitive tetrapod hand, are dismantled equally often. By contrast, new symmetries may
arise, as in echinoderms and in the formation of colonies. And some symmetries of
low-rank component parts, such as cilia (cf. Fig. 9h) are conserved throughout the whole
realm of living organisms.

b. The substrate for single homologues

It is easy to understand the position of structural standard parts in organisms by
remembering the position of the homonomy limit (Section II B2b). In progressively
breaking up a homologue we found this limit to lie just beneath the minimal homologues.
At this limit the single individualizable identicalities of an organism always pass into mass
identicalities; the features of the anatomical singular pass over into those of the
anatomical plural. In fact no single homologue is conceivable that does not consist of
standard parts, and nearly always of several levels of complexity of standard parts.

It is a universal characteristic of the plant kingdom that this limit lies very high in the
plan of construction. Even in the most evolved forms, as in the angiosperms for example,
the level of standard parts will be reached (with branches, twigs, flowers, and leaves) after
only one or two steps of analysis. This is a universal feature of plants. It applies almost
equally to the primitive sessile marine animals which were once called zoophytes.

Even in the most highly differentiated organisms, however, as with man, the limit is
reached after at most five or six analytical steps. Taking the example used in Section II
B2b (Fig. 11) it lies at the ventral articular facet of the odontoid process of the axis
vertebra. But beneath this relatively deep-lying limit there follows a considerably more
extensive, hierarchically layered substructure of standard parts. Thus one of the chains of
standard parts making up this minimal homologue would be: Haversian pillars; layers of
osteoblasts; osteoblasts; mitochondria; mitochondrial cristae; membranes of the cristae:
enzymes; giant molecules (proteins); peptides; amino-acids.
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Fig. 24 a-d. The complexity of a standard part at the level of a small organ, i.e. a
human hair. To illustrate the four histological levels of complexity: (b) shows
details of a feature in (a); (c) shows details of a feature in (b) and so forth. After
Patzelt (1945) simplified.

There are therefore five or six hierarchical levels above the minimal single homologues (Section II
B2b), while beneath the single homologues there are at least nine or ten hierarchical levels of standard
parts. This is already indicated by the fact that the individualized levels range over two orders of
magnitude, or three at most (Homo > 1 m, ventral facet of axis <1 cm). The standardized levels, on
the other hand, range over more than six orders of magnitude. (Haversian pillars > 1 mm, amino acids
< 10 A) which is a 10 000 fold greater difference. In plants these hierarchically arranged standardized
levels extend in general over the total plan of construction, from the dimension of 10 m down to 10
A_ This is a span of more than 10 orders of magnitude, i.e. a factor of ten thousand million.

Even in the smallest organ this great standardized substructure is never lacking, even
when the organ, as with a human hair (Fig. 24a-d), has almost no superstructure. One of
the chains of standard parts that constitutes the standard part ‘hair’ would be: hair
follicle; hair bulb; inner root sheath; Huxley’s layer; cells of Huxley’s layer; mitochondria;
and so forth as above. Thus there are 11 to 13 hierarchical levels of standard parts.

Consider one of the smallest homologues which can be observed, such as the flagellum
of a uniflagellate flagellate. One such chain would be: basal portion; tubules; subtubules;
arms; connecting fibres (Fig. 25a-d); giant molecules; peptides; amino acids. Even here we
have eight levels of standard parts.
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